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Abstract—This paper investigates the performance of objective
speech and audio quality measures for the prediction of perceived
sound quality of synthetic speech. A number of existing quality
measures have been applied to synthetic speech generated by
different speech synthesizers such like LP synthesizer, HSM
synthesizer, STRAIGHT synthesizer and several HMM based
text-to-speech synthesis systems. The subjective quality rating
were obtained using the ITU-T P.85 methodology designed to
evaluate the quality of synthetic speech along three dimension:
speech naturalness, speech similarity, and overall quality. The
correlation of several quality measures with these three subjective
rating scales were evaluated among normal subjects. This paper
reports the correlations of five objective measures with these
three subjective measures and point out the research direction
in the future.

I. INTRODUCTION

Speech synthesis is the artificial production of human
speech. A system developed for this purpose is called speech
synthesizer, and can be implemented in software or hard-
ware. Some systems can converts normal language text into
speech (text-to-speech (TTS)); other systems can render sym-
bolic linguistic representation like phonetic transcriptions into
speech [1].

Synthesized speech can be created by concatenating of
recorded speech that are stored in a database or a synthesizer
incorporated a model of the vocal tract and other human
voice characteristics. The quality of a speech synthesizer is
assessed by its similarity to the human voice and by its
ability to be understood. However, the consistent evaluation of
speech synthesis systems may be difficult because of a lack
of universally agreed objective evaluation criteria. Different
organizations often use different speech data. Recently, some
researchers have started to evaluate speech synthesis systems
using a common speech dataset [2]. The perceived quality
of synthetic speech will depend on a number of variables,
including the parameter setting of algorithms, the production
technique and the facilities used to replay the speech, listeners,
type of sound, as well as highly individual, subjective factors
like personal experiences, expectations and preferences.

The most popular method for evaluating the quality of
synthesized speech is through subjective listening test. How-
ever, the output of the subjective evaluation of the quality
of synthesized speech cannot simply be measured according
to its accuracy. In general, mean opinion scores (MOS) are

used for gathering subjective judgments of speech quality.
MOS are obtained by analysis of untrained normal listeners
ratings of stimuli along a scale. However, a number of studies
have found that raters are often influenced by dimensions
of the signal other than those they have been asked to rate.
For example, listeners judgements of intonation naturalness
have been shown to be affected by segmental quality [3], [4],
while intonation appropriateness has been found to impact on
perceived segmental quality [4]. Fact from speech perception
and general auditory perception shows that listeners’ hier-
archies of weighting can differ depending on the segmental
and acoustic context of the stimuli (e.g., speech versus non-
speech, natural speech versus synthetic speech, first language
versus second language,etc.) [5], [6], [7], [8]. A few years
ago, multidimensional scaling (MDS) has been proposed as
a tool for identifying the main acoustic dimensions to which
listeners attend when rating synthetic speech [9]. The article
addressed questions whether MDS can be introduced as a
standard tool for large scale evaluation of the quality of
synthesized speech and showed that firstly, Simple Euclidean
MDS is an appropriate representation for individual listeners’
judgement of speech, which is the precondition for large-scale
evaluation, and secondly, MDS offers the same information
content as MOS through the elaborate data collection, thirdly
given a representative subset, smaller-scale experiments can
predict larger-scale experiments’ results .

As we know that this most popular approach follows a data-
driven, i.e. statistical model approach, which requires a large
base of empirical data containing subjective quality rating of
different types of sounds, processed with a variety of a speech
synthesizer setting, obtained from many listeners. It is costly
and time/resource consuming. Therefore, an objective measure
for speech synthesizer evaluation is the desirable research goal
of this paper. Many objective speech quality measures have
been proposed in the past to predict the subjective quality of
speech [10]. Most of these measures, however, were dedicated
for the purpose of evaluating the distortions introduced by
speech codecs and/or communication channels [11], [12], [13],
[14], [15], [25]. Later, some of measures and several new
composite measures were evaluated for predicting the quality
of speech enhanced by noise suppression algorithms [27].
Although the different types of distortions introduced by wave-
form and operations in speech synthesizer are different from
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those introduced by different speech enhancement algorithms,
it has some similarity of speech codecs using analysis-by-
synthesis methods. Hence, it is still worthy of investigating
the possibility of using objective measures for predicting the
quality of synthesized speech.

The types of distortion introduced by waveform and op-
erations in synthesizers can be broadly classified into two
categories: the distortions that affect the speech signal itself
(called speech distortion which affects the naturalness of
synthesized speech and original speech) and the distortion that
affects the background noise (called noise distortion which
affects the similarity of synthesized speech). According to our
experiments, of these two types of distortion, listeners seem to
be influenced the most by the speech distortion when making
judgments of overall quality.

Compared to the speech coding literature, only a small num-
ber of studies examined the correlation between the objective
measures and the subjective quality of TTS [16], [17], [18].
Mariniak [19] proposed to extract perception-based features
from the synthesized speech material and to compare them to
features extracted from (other) natural speakers; the distance
between both could be an indication of the speech quality.
To our knowledge, this approach was never implemented by
Mariniak, but it has recently been taken up in [20], using
Mel- Frequency Cepstral Coefficients (MFCCs) as features
and a Hidden Markov Model (HMM) with Gaussian Mixture
densities for a temporal-spectral comparison of features. It
led to very promising results on an initial test database,
with correlations between 0.54 and 0.81 for different quality
dimensions collected in the auditory test. Another approach
is to extract parameters from the speech signal which are
related to degradations typically expected for TTS. Also
this approach is motivated by quality prediction models for
transmitted natural speech, namely the single ended model
given in ITU-T Rec. P.563 [21]. This model first generates a
clean speech reference from the degraded one, then calculates
a perceptually-motivated distance between the degraded and
the clean speech signal, further extracts a large number of
parameters related to typical transmission channel degrada-
tions, and combines the perceptually weighted distance and
the parameters to an estimation of overall speech quality.
Applying this model to synthesized speech [22], the results
were not as promising as those obtained with the HMM-based
approach, but the parameters have not yet been optimized for
synthesized speech. A comparison of different such single-
ended speech quality models described in [22] shows that
the P.563 model might not be the most appropriate one. In
addition, considerable differences have been detected between
the performances for male vs. female voices [23].

However, most studies reported correlation of objective
measures with only overall quality of TTS systems using the
objective measures based on some perceptual model [25].
These sound quality models compare ”internal representa-
tions”, computed by a psychoacoustic model, of a test and
a reference sound signal [25]. Detected differences between
internal representations are interpreted as quality degradations

of the test signal with respect to the reference signal. Hence,
these comparison-based models depend on the availability of
a reference signal that represents the optimum, or desired,
sound quality. This requirement is met in the evaluation of
lossy signal processing systems, such as low-bitrate speech
and audio codecs, speech/audio synthesizer, where the un-
processed, original signal serves as a reference. However,
there is no ideal reference for the evaluation of transformed
speech such like gender/age transformed speech, emotionally
transformed speech,..etc. Recently, some new non-intrusive
objective measures have appeared which do not need the
acoustical reference [29].

To our knowledge, no comprehensive study was done to
assess the correlation of existing objective measures with
distortions (background and speech) present in synthesized
speech and with the overall quality of synthesized speech.
Since different speech synthesizers introduce different types of
signal/background distortion, it is necessary to include various
classes of speech synthesizers in such an evaluation. The
main objective of the study is to report on the evaluation of
conventional as well as several new composite objective mea-
sures that could be used to predict overall speech quality and
speech/noise distortions introduced by TTS and speech model-
based synthesizers. To that end, we make use of an existing
subjective database for the evaluation of speech synthesizers.
The subjective quality rating were obtained using the ITU-
T P.35 methodology designed to evaluate the speech quality
along three dimensions: signal distortion, noise distortion, and
overall quality [26].

The paper is organized as follows. Section III describes the
speech corpus and the subjective speech quality evaluation
protocols. Section IV introduces the objective measurements
and their application for sound quality prediction. Section V
presents the resulting correlation coefficients. Section VI dis-
cusses the approach and results. Finally, Section VII gives the
conclusion.

II. METHOD

For the evaluation of several objective measures, we use a
subset of entries in the Blizzard challenge 2008, test set A
were selected to conduct more extensive multiple dimension
scaling analysis. following method to evaluate the objective
measures for prediction of sound quality of synthetic speech.
The length of the sentences ranges from 1.38 to 3.4 seconds,
and from 8 to 15 syllables (I). This corpus was used in
a comprehensive subjective evaluation of three analysis-by-
synthesis based synthesizers including (LP) synthesizer, HNM
synthesizer [31] and STRAIGHT synthesizer [32], as well
as three HMM-based TTS systems. The synthesized speech
files were used for subjective evaluation using the recently
standardized methodology for evaluating the quality of synthe-
sized speech generated by these synthesizers based on ITU-T
P.35 [26].

The subjective listening tests were designed according to
ITU-T recommendation P.35 and were conducted by signal
processing department in Institute for Infocomm Research.



TABLE I
DESCRIPTION OF THE NAT SCALE USED IN THE SUBJECTIVE LISTENING

TESTS

NAT scale
Rating Description
5 Very natural, no degradation.
4 Fairly natural, little degraded.
3 Somewhat natural, somewhat degraded.
2 Fairly unnatural, fairly degraded
1 Very unnatural, very degraded

TABLE II
DESCRIPTION OF THE SIM SCALE USED IN THE SUBJECTIVE LISTENING

TESTS

SIM scale
Rating Description
5 Similar
4 Fairly similar.
3 Somewhat similar but not intrusive.
2 Fairly unsimilar, somewhat intrusive.
1 Different, very intrusive

The P.35 methodology was designed to reduce the listener’s
uncertainty in a subjective listening test to which component(s)
of an original speech, the synthesized speech, should form the
basis of their ratings of overall quality. This method instructs
the listener to successively attend to and rate the synthesized
speech signal on:
• the speech signal alone using a five-point scale of signal

distortion which measures the naturalness between syn-
thesized speech and original speech (NAT);

• the background noise alone using a five-point scale of
background intrusiveness which measures the similarity
of synthesized speech (SIM);

• the overall quality using the scale of the mean opinion
score (ovrl) [1 = bad, 2 = poor, 3 = fair, 4 = good, 5 =
excellent.

The NAT and SIM scales are described in Table I. In this
paper, we use the subjective ratings along the three quality
scales (NAT, SIM, OVRL) to evaluate conventional and new
object measures.

III. SUBJECTIVE SPEECH QUALITY MEASUREMENT

Subjective listening test were performed for evaluating
synthesizers including linear predictive (LP) synthesizer,
harmonic-plus-noise-model (HNM) synthesis, the Speech
Transformation and Representation using Adaptive Interpola-
tion of Weighted spectrum (STRAIGHT) synthesis, and three
HMM-based TTS systems. Ten test sentences were selected
from a subset of entries in the Blizzard challenge 2008.
Table III lists all used test sentences.

Speech quality rating were obtained using the MUltiple
Stimulus with Hidden Reference and Anchor (MUSHRA,
[39]) protocol software. In this method, a ”reference stimulus”
was presented, which the unprocessed male or female speech
sample, while four ”test stimuli” were randomly associated
with the three speech synthesizers’ processed stimuli, the orig-
inal signal itself (”hidden reference”) respectively. Participants

TABLE III
LIST OF THE TEST SENTENCES FOR SPEECH SYNTHESIZER

Author of the danger trail, Philip Steels, etc.
Not at this particular case, Tom, apologized Whittemore.
For the twentieth time that evening the two men shook hands.
Lord, but I’m glad to see you again, Phil.
God bless ’em, I hope I’ll go on seeing them forever.
Will we ever forget it.
And you always want to see it in the superlative degree.
Gad, your letter came just in time.
He turned sharply, and faced Gregson across the table.
I’m playing a single hand in what looks like a losing game.

successively used one of the three five-point rating scale (NAT,
SIM, and OVRL) to listen to each of these stimuli multiple
times by clicking on the corresponding icons of the software
GUI and adjust the rating sliders such that a satisfactory
quality rating of all stimuli was achieved.

The subjects were selected from final year project students.
They have not directly involve in the work connected with
assessment of the performance of speech synthesizers, or
related work. They have not participated in any subjective
test before they begin to work on their final year projects in
our Lab. There are 6 males and 3 females aged from 19 -
24 year old. All the ten sentences were synthesized by all
the tested synthesizers and recorded by female (US slt) and
male (US bdl). A total of sentences was played from the
PC to the test participant via Sennheiser HMD 510 closed-
system headphones in office conditions and at a volume level
they could adjust themselves. The tests lasted approximately
1.5 hours. Listeners took short breaks (10 minutes) between
sessions. At the beginning of Session 1, the listeners were
presented with a practice block of 12 trials to familiarize them
with the task and the timing in the trial presentation. The
practice blocks were also designed to present the listeners with
the range of conditions that would be involved in the tests on
both the Signal and the Back-ground scales. For each test,
the panels were presented with trials in which the rating scale
order of NAT, SIM, OVRL was random.

We conducted detailed statistical analysis of the subjective
data collected through this procedure. A high degree of intra-
and inter-rater reliability was observed with the speech quality
rating by normal listeners. This database was used to bench-
mark the performance of different objective speech quality
estimators in predicting the quality of synthetic speech.

IV. OBJECTIVE SPEECH QUALITY MEASUREMENT

Objective measures investigated in this paper belong to
”intrusive” category, where features extracted from synthetic
speech and its original version are compared to quantify the
degree of perceptual overall difference or similarity. They can
be classified into three groups: 1) metrics based on speech
waveform and spectral, 2) metrics based on speech production
model parameters, and 3) metrics based on the comparison of
”internal representations” obtained with computational models
of auditory processing. The objective speech quality measures
were evaluated: segmental SNR (segSNR) [37], weighted-



slope spectral distance [38], LPC-based objective measures
including the log-likelihood ratio (LLR), Itakura-Saito distance
measure (IS), as well as pesq measure.

A. Time-Domain and Frequency-Weighted SNR Measures

The time-domain segmental SNR (segSNR) measure is
for computing the average signal-to-noise of processed sig-
nal [37]. The frames with segmental SNR in the range of −10
to 35 dB were considered in the average.

Weighted Spectral Slope Measure Another conventional
measure is the Weighted Spectral Slope Measure (WSS)
measure. The WSS is a per-frame measure in decibels and
is estimated as follows [38]

diswss(j) = Kspl(K − K̂) +
25∑

k=1

wa(k)(S(k)− Ŝ(k))2 (1)

where K, K̂ are related to overall sound pressure level of
the original and synthetic speech, and Kspl is a parameter
which can be varied to increase overall performance. The
WSS measure uses a psycho-acoustically motivated bank of 25
critical-band filters to estimate the smoothed short-time speech
spectrum and weights the differences between the spectral
slopes in each band S(k) of original signal and Ŝ(k) of
unprocessed signal, respectively.

B. LPC-based Objective Measures

The objective measures under the first group include are
LPC-based objective measures including the IS, the LLR, and
the cepstrum distance measures.

Itakura-Saito Distance (ISD) is defined as [34]

dis(ap,ao) =
σ2

p

σ2
o

aoRoaT
o

apRoaT
p

+ log(
σ2

o

σ2
p

)− 1 (2)

where ao is linear prediction (LP) coefficient vector of an orig-
inal clean frame of speech, ap is processed speech coefficient
vector, σ2

p and σ2
o represents the gains for the processed and

original clean speech respectively.
Log-Likelihood ratio measure is expressed as follows [35]

disLLR(ap,ao) = log
aoRoaT

o

apRoaT
p

(3)

The LLR measure is also referred to as the Itakura distance,
which measures differences in general spectral shape versus
overall gain offset.

Software implementations of IS, LLR, and WSSD were
taken from a toolbox provided by Hensen and Pellom [37].

C. PESQ

Perceptual evaluation of speech quality (PESQ; ITU-T
recommendation P.862 [25]) may be the most popularly used
objective measure, which incorporates a perceptual model and
a cognitive modeling process for speech quality assessment
of 3.2 kHz (narrow-band) handset telephony and narrow-
band speech coders. The PESQ technique compute the frame-
by-frame internal representation of synthetic and reference
signal by first computing the power spectra, and then applying

Fig. 1. Block diagram of the basic model approach for an objective perceptual
measurement

frequency and intensity warping functions based on Zwicker’s
loudness model [25]. Finally a cognitive model simulate
listening tests, models the difference. The output is a single
value in −1 to 4.5 range. As described in [25], the PESQ score
is computed as a linear combination of the average disturbance
value Dind and the average asymmetrical disturbance values
Aind as follows:

PESQ = a0 + a1Dind + a2Aind (4)

where a0 = 4.5, a1 = −0.1, and a2 = −0.0309.
Figure 1 shows the block diagram of objective measures

based on the comparison of ”internal representations” obtained
with computational models of auditory processing.

V. EXPERIMENTAL RESULTS

Pearson’s correlation coefficients will be calculated between
the subjective quality measure S and the objective measure O
for all tests according to

ρ =
∑n

i=1(Si − S)(Oi −O)
[
∑n

i=1(Si − S)2]1/2[
∑n

i=1(Oi −O)2]1/2
(5)

where S and y are the mean of x and y,respectively.
The standard deviation of the error when the objective

measure is used instead of subjective measure, and is given
by

σe = σs

√
1− ρ2 (6)

where σs is the standard deviation of S, and σe is the
computed standard deviation of the error. A smaller value of
σe indicates that the objective measure is better at predicting
subjective quality.

The Correlation coefficients and estimates of the standard
deviation of the error were computed for each objective
measure and each of the three subjective rating scales (NAT,
SIM, OVRL). Two types of correlation analysis were per-
formed.The first analysis was carried out by following the
analysis process proposed in [27]. A total of 120 processed
speech samples were used for correlation analysis including
two genders (female and male) synthetic speech generated
by 6 different synthesizers. The subjective ratings for each
sample were averaged across all listeners involved in that
test. A total of 3240 (= 120 × 9 listeners ×3 rating scales)
subjective listening scores were used in the computation of
correlation coefficients for the three rating scales. Knowing
that the above correlation analysis is rather strict, we perform



TABLE IV
ESTIMATED CORRELATION COEFFICIENTS |ρ| OF OBJECTIVE MEASURES

segSNR WSS PESQ LLR IS
NAT 0.3942 0.3914 0.7825 0.1562 0.3986
SIM 0.1943 0.3748 0.3188 0.0567 0.1334
OVRL 0.3723 0.3256 0.7782 0.1460 0.3493

TABLE V
STANDARD DEVIATIONS OF THE ERROR (σe) FOR THE CORRELATION

COEFFICIENTS |ρ| OF OBJECTIVE MEASURES

segSNR WSS PESQ LLR IS
NAT 0.7251 0.7261 0.4913 0.7793 0.7236
SIM 0.7740 0.7315 0.7478 0.7877 0.7819
OVRL 0.7323 0.7460 0.4955 0.7805 0.7393

correlation analysis using objective scores which were aver-
aged across each condition. This analysis involved the use
of mean objective scores and ratings computed across a total
of 14 conditions ( 7 synthesizers 1 ×2 genders). Table IV
and V show the correlation coefficients and standard deviations
of error of the objective measures with the subjective scores
of speech naturalness, speech similarity, and overall quality,
respectively. From table IV, the WSS measure performed the
best in terms of predicting signal similarity. In terms of speech
naturalness and overall quality, the PESQ measure performed
the best among these measures.

VI. DISCUSSION

Similar to P.835 process of rating the signal and back-
ground of noisy speech, we would design a process of rating
the naturalness and similarity of synthetic speech to guide
the listener to integrate the effects of both the signal and
artifacts in making their ratings of overall quality. Of great
interest of this process is finding out the contribution of
individual acoustic cues in human perceptual processing of
synthesized speech. According to our previous subjective data,
we observed that listeners were influenced more by speech
naturalness when making quality judgments. For high natural
speech, listeners make overall quality judgments based on the
similarity. The paper [27] confirmed our observation that the
effects of different acoustic cues was different in human per-
ceptual processing of synthetic speech, but listeners integrate
these effects while making their rating. Listeners place more
emphasis on the naturalness of synthetic speech itself rather
than on the similarity of speech, while making the rating of
overall quality.

VII. CONCLUSION

In this paper, we presented results from a study on quality
prediction of synthetic speech by different objective speech
and audio quality measure. The test conditions consist of
synthesis speech generated by 6 synthesis algorithms for two
genders (female and male). Our experimental results show that

1The original sentences were also included

most the current objective measures are not suitable in predict-
ing the subjective quality of synthetic speech. Further research
will improve the correlations of these objective measures with
subjective speech quality. Research on this topic is driven by
the fact that a successful objective speech quality model will
have the potential to serve as a valuable supplemental tool for
the fitting and evaluation of synthesis algorithms.
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