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Abstract—Although classical sparse representation is capable
to solve appearance based classification problems such asda
recognition, it is problematic that images need to be con-
verted to column vectors before subsequent processing wihic
makes the computation expensive due to the huge dimension.
From the human vision perspective, it is reasonable to obsee
image in form of matrix rather than vector. To reduce the
computational complexity, the idea to partition the imagesis
introduced as well. We combine partition processing with tvo
dimensional sparse representation together to propose 2[HRC
(2D Partitioned Sparse Representation Classifier) considimg
the property of head pose estimation problem. It can greatly
improve the estimation accuracy and enhance the efficiencyf the
computational process involved pursuit of¢;-norm minimization.
Finally, experiments on Pointing’'04 and Oriental Face Datbase
show the effectiveness and robustness of our proposed metho representation to matrix-based sparse representaticoagp

for the better performance in face recognition [9]. Here, we

l. INTRODUCTION want to investigate whether the same result could be olataine

Head pose estimation is a natural step for bringing the infdfom another problem - head pose estimation. \We compare
mation gap between people and computers. This fundamerf& classical SRC and proposed 2DPSRC in both yaw and
human ability provides rich information about the intentianPitch estimation experiments. To evaluate the proposed hea
motivation which are useful in many real applications, sash POSe estimation method, we conduct evaluation experiments
multi-view face recognition, human computer interactiangd thoroughly on the Pointing'04 head pose database [7]. This
human-centered scene understanding [1]. It is still chgiteg public available database contains rich numbers of heaglspos
to estimate the head pose automatically and robustly usihg -9 (-90, -75, -60, -45, -30, -15, 0, +15, +30, +45, +60,
images. A common approach of head pose estimation is 2. +90) in horizontal direction, and (-90, -60, -30, -15,
learn the head pose from a set of face images with the knofin *15, +30, +60, +90) in vertical direction. Furthermore,
yaw and pitch angle as class labels. As a result, the unknoWf also make use of Oriental Face Database to exploit the
pose of test face image can be obtained by applied the learf8@racteristics of 2DPSRC using different selection ofifan

Fig. 1. Samples of multi-pose face images in Pointing 'O4abase.
From top to bottom, pitch varies from -60 to 60 degrees. Frefntb right,

yaw changes from -90 to 90 degrees

classifiers. number and dimension.
In head pose estimation, the training data can be written in!n the remaining of the paper, we first briefly review the
forms of {(x1,y,),-..,(X,y,)},x € R",y € R? wherex, is SParse representation and indicate how it is suitable tol hea

the representation of a face image, anid a pose label, either POS€ estimation. Then our methodology was presented with
the horizontal angle or the vertical angle. If each posellaggnalysis in Section Ill. Experiments results are descriied
is considered to be a single class, the head pose estimaf§gtion V.
becomes a classification problem. On the other hand, once the
possible pose angles are ordered, this problem can also be
thought of as a classical regression problem. After the introduction of compressive sensing in image
In this paper, we consider the head pose estimation problenocessing and pattern recognition [2], SRC was first pregos
as a classification problem rather than a regression onebyt[4] by Wright et al. Although quite easy to understand, SRC
is simple and suitable to apply SRC to tackle this problemeveals the essential principle that if the training sample
The motivation of this study is our previous work on facsufficient to represent the variation of all possible fast@any
recognition [5]. We found that SRC is capable to solveest sample could be written as the linear combination oeho
appearance based head pose classification problem as viigining samples related to the same class. Another popular
A promising method is to extend the vector-based sparskea is to utilize patch-based method to solve appearance

IIl. RELATED WORK



based pattern classification problem such as face recognit
and pose estimation [10][11]. In real world applicationeev
the resolution of an single image is very huge, a und
sampling image of it is also sufficient for human visior
to capture the primary information with little loss of détai
information. Seeing the successful application of SRC aefa
recognition, we intend to apply this promising method inchee
pose estimation problem which has great similarity as face
recognition.
dConS|der|ng a training data s¢tx;,y;);i = 1; -2 M5 X € when the partition number is chose to be 2 or 4 in both horizeh ertical
Ry, € {1,2,..., N}}, wherex; represents théth sample, a i cction.
d-dimension column vector, aggis the label of théth sample
with N as the number of classes. For a testing sam@teR?,
the problem of sparse representation is to find a column vectban the residuals between the original test image and the
a=lai,as,...,a,]7 such thaty = a;X; + asXe +...+a,X, reconstructed image. This difference can render the pempos
while at the same timélal|o is minimized, wherel|allo is method more robust to misalignment error and more flexible
lo — norm, and it is equivalent to the number of nonzerdn afterward processing.
components in the vectar.
Defining a matrix by puttingk; as theith columnX = - ]
(1,2, ...,2,], the problem of sparse representation can & Motivation and Analysis
converted to: Traditional classification based on sparse representeglgn
on the vector form of image. Given sufficient training sarsple
of the ith class,A = [v;1,Vi2,...,Vin,] € R™*™ any
Since the solution to sparse representation problem is NFew sampley € R™ from the same class will approximately
hard due to its nature of combinational optimization. Alsdie in the linear span of the training samples associatet wit
¢;1-norm minimization can efficiently recover the sparse signabjecti: y = a; 1Vi 1 + @i 2Vi2 + ... + i n,Vin,. The linear
and is robust against outliers. Therefore, the problem rigpresentation off can be written in terms of all training
reduced to solve afy-norm minimization problem. Here, we samples as:
use the L1 Magic [7] software package to get the optimum y = Axg € R™. (2)
solution.

. herexy = [0,0,0, ;1,2 2,...,% n;,0,...,0] € R" is a
In our previous work, we also extend the work to 30" 0 = [0,0,0,i1, 02, - -, Qisny; 0, 0] €

- . ) efficient vector whose entities are zero except those who
face recognition by generating range image from 3D modé : . . : .
: ; . L are associated with th&h class. The ratio of sparseness is
using a novel grid down sampling method. Similar to th(J—‘:-

o S K where K is the number of classes.
face recognition problem, head pose estimation problem i .
. e . However, in our proposed 2DPSRC framework, each col-
considered to be a classification problem which can be hdndle Bt et )
S : . mn of the new sampl¥ € R will lie in the linear span
by £;-norm minimization. [4] validated the assumption tha

head pose estimation can obtain satisfactory result uruer ?f the training samples associated W.'th th_e Ob’Eﬂt.thej th )
. umn, the test sample could be written in following form:
sparse representation framework, also, they proposed BS&%

to reduce the influence of background information. Y = AX € R¥X" 3
There is still limitation in estimating head pose solelyngsi
SRC. As under the traditional SRC framework, each ima
is stacked as a column vector, undoubtedly leading to the X = [070,ai’u,070,ai’lj,ovo,ai’&j,o’o]T, (4)

loss of structure information which is essentially related )
poses information. Moreover, once the size of the imagedis tUS: the ratio of sparseness becomes
huge, e.g. 1024768, it is impossible to pursue the possible A= (wxn)/(w?xnxK)
solution using PC. Thus, the dimension reduction technique — /(K x w) )
is necessary to alienate the computational complexity ssch
down sample or PCA method. However, whether dimensidile notice that the number of columns affects the degree of
reduction will affect or lower the accuracy is still an opersparseness. Based on the assumption of sparse representati
problem. our proposed method can effectively improve the classifinat
Instead of relying on dimension reduction, we propose trcuracy. Even though, adopting all the columns tends fersuf
extend vector-based SRC to matrix-based SRC in orderftom great inefficiency. In order to strike a balance between
avoid the curse of dimensionality, and exploit the neigipr the efficiency and effectiveness, we choose to divide the
information of pixels in head pose estimation. Anotheretiff image into divisions e.g. 2 or 4 parts. Our experiments tesul
ence from traditional SRC is that we can assign a pose laloeuld support our analysis. Besides, the underdeterrimati
to the test sample according to the diagonal elements rathbaracteristic plays an key role in the solution of the optim

Fig. 2. lllustration of the partition method.
Due to the limitation of pages, selected samples only ptetbenvariation

I1l. 2D PARTITIONED SRCFORHEAD POSE ESTIMATION

a=minlally s.t. y=Xa. (1)

d\éjth the coefficient matrix as:
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Fig. 3. Flow chart of the algorithm.

solution in ¢;-norm minimization, and then the dimension obr

image must be less than the number of training samples. It is L=1L; st i=minv,i=12,...,K. (8)
also known that as the dimension increases, appearanag base
classification is expected to obtain higher accuracy. Hawnev

small sample problem is common due to the obstacle to collect
sufficient data. To apply 2DPSRC can effectively overcomeaigorithm 1
this weakness. Here, we define the number of training sampl€@D Partitioned Sparse Representation Classification).
as N, the dimension of image i®. If we choose to divide INPUT:

TABLE |

i i i . The test face imagels The size ofl is h x w, where
the image intogp parts. We denote ratip as follows: h is the height ands is the width of the image:
D N _, STEP 1:
p=(Nxp)+—= D Xp (6) Divide the images intaV partsly, |2, ..., | »;
p STEP 2:

Thus, the introduction op can improve the underdetermina- For the parti;, getting its features;. Then, each image
tion of the dictionary greatly. is represented using a series feature

STEP 3:
. - For the featurex;, getting its sparse representatippand then,
B. Algorithm Description the sparse matrix is obtained by stackiyg
TEP 4.

Based on the above analysis, 2DPSRC is proposed in thi ompute the sparse matrix, and arrive the summaXia
paper. Fig. ,1 shows the flow chart of the method: .Fo.r thediagonal values or the residualof the reconstruction.
given face imagesi, |, 13,1, are generated by partitioning Get the predicted pose labeby maximizing the summation or
the image intop parts. In yaw angle estimation, the image minimizing the residual;
is divided horizontally, while in pitch estimation, verity =~ OUTPUT:
dividing is applied. The predicted pose labél

In the second step, for each part of the imagihe features
X; can be obtained by using dimension reduction methods to
get the compact representation of the original images data. IV. EXPERIMENTS ANDANALYSIS

In_the th|r_d step of our method, each part of training Ok Database
test images is converted to a column vector, and then SRC Is ] )
applied to get the sparse coefficient matixThe matrixX is |0 order to validate the effectiveness of our proposed
composed of’ sub matrixes which represent the distributioff?€thod, we conduct experiments on two public face databases
of the given image in each class. There are two means to g€ first one is the Pointing '04 database [6]. The head pose
the final pose label: minimizing the residual score or maximidatabase consists of 15 sets of images. Each set contains of
ing the diagonal summation as the elements in the diagodaferies of 93 images of the same person at different poses.
line should be large nonzero values. In the former mann&faturally, the first part of the database can be used foritrgin
similar to the SRC, the residual is computed and the label Purpose, while the second part could be used as test database
is given by choosing the class corresponding to the minimuhii€ Pose is determined by 2 anglés v), which varies from
one. In the latter one, we summate diagonal elements of eagH degrees to +90 degrees in yaw and from -60 degrees to
sub matrixes to arrive a row vectér,, v, ..., vx], the class + 60 degrees in pitch. The images are cropped into the same

label is predicted by maximizing the summation of the clas§iZ€ Of 64<64. _ _
dependent diagonal elements: Another database we use is The Oriental Face Database

[8] which contains 33669 face images of 1247 individuals.
L=1L;, st i=maxv;,i=12,...,K. (7) These images are divided into two databases: the viewpoint




face database and the illumination face database. In a@more suitable dimensionality reduction method compared to
experiment, we use a subset of the database including datiaers. The best result is obtained by 2DPSRC plus diagonal
of 78 individuals, ranging from -90 degrees to +90 degreesing PCA, at the MAE of 9.76.
(images are taken every 10 degrees). ) i
C. Experiment on Oriental Face Database
B. Experiment on Pointing ' 04 Database In order to confirm the effectiveness and exploit the striengt
As the Pointing '04 Database is rich in poses both iaf the proposed method, we utilize the Oriental Face Databas
yaws and in pitches, we design both experiments to test tioeevaluate the results which contains more identities hod t
effectiveness of our proposed method. Moreover, compagisds more challenging. The Oriental Face Database contains 78
between traditional SRC method and 2DPSRC are given persons, with each person including 19 poses in horizontal
clearly show the advantageous performance. variations. In the experiment, we random choose 39 persons
In the experiments of yaw estimation, we group the images training set, and another 39 persons for testing purpése.
according to their pose labels. More specifically, they am®mpare the results using three kinds of dimension reductio
divided into 13 groups (each group contains 105 images faethod, as well as four dimensions. 2 parts and 4 parts are
training or testing), from -90 degrees to 90 degrees. WW®th used in the experiments.
random choose a subset from the training set and also condudtonsidering the computational concerns and huge number
the testing in the same manner. For example, for each poskfraining images and testing images, we choose to compare
we random choose 7 images from each individual to buitvo selections of partition: 2 and 4. As to the dimension, we
the dictionary (the dictionary is composed of ¥5x13=1365 select the down sample rate to ensure that the dictionary can
images), and then the rest images<6x13=1170) in the meet the under determination requirement. Hence, 1024, 512
test group are used to estimate poses. Hence, there is286, and 128 are evaluated according to the down sample rate
overlapping in the training and testing images we use. of 1/4, 1/8, 1/16 and 1/32. The results show that the 4 parts
Similarly, in the experiments of pitch estimation, botlbeat 2 parts in most cases, which proves our prediction.rAgai
training set and testing set are divided into 7 classeandom sampling and PCA are better than down sampling
each of which represents a pose belonging to the set stfategy.
—60, —30,—15,0,+15,4+30,and + 60. The organization of
the data is the same as in yaws experiments.
For both yaw and pitch experiments, we conduct expe

iments using various ratio of training number and testin S RedeEARTS
number, e.g. 7 for training vs. 6 for testing, 6 for training ~+-Random+4 PARTS
. .. . . 8 -u-PCA+2 PARTS
vs. 7 for testing, 5 for training vs. 8 for testing in yaw -v-PCA+4 PARTS
experiments. Then, the average MAE is obtained by averagi X
those different experiments results. e

According to Table Il, we can see that in the experimen i
of yaw estimation, results of 2DPSRC using either resit
ual minimization or diagonal maximization criteria is leett
than that of 1DSRC. Generally, 2DPSRC method combin: o .
with random dimensionality reduction method obtain lowe pmension
MAEP” average over various Settm_g_s of dimensionality arHig. 4. Evaluation of dimension and partition number on @Eeé Face
partition number. To be more specifical, the best result fe&tabase.
this experiments is obtained using 2DPSRC plus the diagonal
values maximization using PCA, at the MAE of 11.72. The most remarkable of the proposed method is that as the

From the pitch experiments results shown in Table lll, it idimension increases, it is not guaranteed that the perfurena
not surprising to observe that performance of 2DPSRC exce@dn also improve, as we think, this is due to the constraitmen
the counterpart of the traditional 1DSRC. More exactly, whethat the assumption of underdetermination of the dictipnar
the dimension reduction is conducted by using either rand@®ecause of the angle is each class is 10 degrees, the MAE
sampling or PCA, the estimation MAE is lower than 1DSRGs much lower that the experiments on Pointing '04 in which
while due to the loss of discriminative information in thehe degree is 15. Another reason is maybe that images in the
process of simple down sampling, 2DPSRC did not express eiental Face Database are without variation in verticgles
strength to beat 1DSRC. Moreover, it seems that PCA obtaimong these experiments, the best result is obtained using
more satisfactory results among all three kinds of dimensipandom sampling method at the dimension of 1024.
reduction methods, the reason lies in that the featurecidra
is done through a supervised way. Another finding is that the V. CONCLUSION
performance of 2DPSRC using different classification déte  In this paper, we validate that the classical vector-basdd S
is similar which reveals that the sparse coefficient is giroould be effectively extended to matrix-based SRC combined
enough to be classified correctly. PCA is considered to benéth the partitioning method. Consequently, it could preee




TABLE Il
QUANTITATIVE EVALUATION OF YAW ESTIMATION ON POINTING '04 DATABASE.

Method 1DSRC 2DPSRC+ResMin 2DPSRC+DiagMax
Dimension / Partitions Down | Random| PCA [ Down | Random]| PCA | Down [ Random| PCA
256/ 2 26.04 21.38 22.95| 25.00 14.61 18.75 | 26.98 13.61 13.07
256 / 4 24.06 24.21 24.30 | 19.63 12.12 14.55 | 31.09 12.33 11.72
128 /2 25.09 17.96 13.69 | 26.20 13.16 13.29 | 29.03 12.81 12.12
128/ 4 25.15 19.06 14.36 | 26.58 12.67 13.61 | 38.15 12.33 12.54
TABLE Il
QUANTITATIVE EVALUATION OF PITCH ESTIMATION ON POINTING '04 DATABASE.
Method 1DSRC 2DPSRC+ResMin 2DPSRC+DiagMax
Dimension / Partitions Down [ Random?] PCA | Down [ Random| PCA | Down | Random| PCA
256 /2 18.95 17.02 12.88 | 16.61 11.47 12.23 | 19.23 11.21 10.47
256 / 4 17.40 15.90 13.04 | 18.61 11.14 10.85 | 21.11 11.52 10.07
128 /2 21.59 13.42 10.21 | 25.23 10.83 10.85 | 27.61 10.71 9.76
128 / 4 21.26 13.12 11.28 | 28.45 11.57 10.12 | 33.54 11.40 10.64

1 Down Sampling
2 Random Sampling
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