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Abstract—This paper describes confusion network combina- 'J Utterance
tion (CNC), which integrates multiple confusion networks, and ( \

its effectiveness on a system for editing transcription by a . “\
speech recognizer. It has been proposed that integration by CNC

produces better recognition performance. We believe that this Speaker ‘ Support for manual correction
improves the working efficiency of a human editor for correcting
errors. We utilized confusion networks from two recognition

Speech recognition
by two LVCSRs

Confusion Network

systems for CNC. Integration by the CNC method is performed Combination (CNC)

by combining the networks based on posterior probabilities

attached to each word. The experimental results showed that the Manual correction interface

improvement of recognition performance by the CNC method

could reduce the working time of human editors by 5.1 seconds, Outout of final

on average, compared to the working time required without using L1 Transcription with . utpu 'Ot' a

this method 6@ L< word candidates for rénscrlp on
£ correcting without errors

I. INTRODUCTION Editor
Recently, applications using speech recognition technolo- Transcription edit system
gies have been developed and used practically. For example, Fig. 1. Outline of error correction with CNC.

some movies on YouTube have captions that are automatically

added by speech recognition systems [1]. In addition, Jap@duse or performing touch operation. In other words, edit
Broadcasting Corp. (called “NHK” in Japan) has started cagme can be reduced without keyboard operation. However,
tioning all news programs using speech recognition technolgo many word candidates may confuse an editor. Therefore,
gies [2]. suitable candidates which are displayed on the screen must be

We are developing an automatic captioning system fgelected.
classroom lectures for students with hearing loss. There aredur CNC method uses two types of speech recognizer,
some problems in automatic captioning of speech. One Igécause it is known that using multiple speech recognizers,
them is the speech recognition error problem. If some speegiith as “ROVER” [4] and CNC [5], improves speech recog-
recognition errors occur in a caption, accurate information jgtijon performance. The two recognizers produce two types
not carried to students, and the students may misunderstanddghganscription, each of which uses a different word set. Our
information. Therefore, to avoid this problem, it is importaninethod combines the confusion networks output by the two
to refine the speech recognition technologies. However, itdgeech recognizers based on posterior probabilities attached to
impossible to completely eliminate recognition errors. each word.

Errors must be corrected by a human (or humans) for ain the correction experiment, our CNC method improved
captioning system, and the human needs to correct errors fgséech recognition performance. This made it possible for a
in the case of a real-time system. It is necessary to develegman editor to correct recognition errors faster.
an editing system with a user-friendly interface to obtain an
error-free transcription by a speech recognizer. For example, Il. MANUAL CORRECTION INTERFACE
Ogata et al. [3] developed “PodCastle,” a social annotationFigure 1 shows an outline of an error correction framework
system of Podcast speeches. The system provides the eusing a transcription edit system with CNC for reducing
correction interface and everyone can edit transcriptions sfeech recognition errors.

Podcast speeches through the Internet. First, an utterance is recognized by two speech recognition

In this paper, we describe both the development of an editystems. We commonly used Julius [6], an open source of a
ing system for correcting recognition errors and a confusidarge vocabulary continuous speech recognition engine, as a
network combination (CNC) method. The goal of this paper @ecoder in the two recognition systems. A language model
to reduce the working time of humans required for correctirig also commonly used in the systems. The two recognition
errors by introducing the proposed CNC method. systems differ according to the type of acoustic models used.

One of the main factors for reducing correction time is thé/e prepared two types of acoustic model.
ability to display as many word candidates as possible on anNext, our CNC method combines the confusion networks
edit screen. Then, the editor can correct errors by only usidgrived by the two recognizers. The arranged transcription
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The word sequence on the row labeled “Best Words” is the / T P g

best recognition hypothesis (1-best) made by our CNC method. { Wy 05— _ _ _

The words in the “Word candidates” rows are candidates for QE 03 9 o gy NS 230

making corrections, and each candidate is aligned to each 1. c 02

best word. The interface can display a maximum of 5-best

candidates for each alignment because too many candidates

may damage the efficiency of making corrections. Each aligp- .

meﬁt has “%EL” and “ADD)’/’ buttons. gAn alignment is deleteg - Step(1): Two confusion networks

from the “Best Words” line by touching (or clicking) the DEL  The first step of our correction method is to prepare two

button. If an editor touches (or clicks) on a candidate cell, tigpes of confusion network derived by the two different

1-best word corresponding to the touched (or clicked) cell #Peech recognition systems. As mentioned above, we prepared

replaced with the word in the cell. two types of acoustic model: triphone-based Hidden Markov
By repeating this action, the editor can obtain an error-frddodel (HMM) and syllable-based HMM. However, the lan-

transcription of the utterance. However, if the correct word BUage model and the recognition dictionary are commonly

not in any cell, the editor has to input the correct word bysed in the same recognition decoder Julius.

using a keyboard. The form to input a word is representedlt is known that different types of phonological modeling

on the screen by pushing the ADD button, and the word ¥t provide a different recognition result [7]. Therefore, using

added when an editor finishes inputting the word. Using t&0 recognizers may form a better transcription (confusion

keyboard increases the working time of an editor. Thereforeetwork) than that formed by using only one recognizer.

it is important to display as many candidates as possible onfFigure 3 shows an example of confusion networks. There

the screen. This reduces the correcting time and the work Ic§ Some arcs between two successive nodes. Each arc has a

of the editor. word with posterior probability. In this paper, we call the arc
Our proposed CNC method can achieve this. We expla#§t between two successive nodes a “sub-network.”

the method in the following section.

Fig. 4. Alignment example, wherBW; is NOT found inSN S;.

B. Step(2): Sub-network alignment

I1l. CONFUSION NETWORK COMBINATION The second step of our CNC method is to perform a
) .. suyb-network-based alignment between the two confusion net-
Our proposed CNC method is based on a combination gbks. The confusion network derived by the recognizer with
confusion networks derived by the two speech recognizef§nhone-based HMM provides the basis for the alignment
The Julius decoder can recognize an input utterance, and gafcess.

also output a confusion network formed transcription. This \ne define “CNO1” and “CN02” as the confusion network

method has the following steps: derived by the recognizer with triphone-based HMM and
Step(1): Preparing two types of confusion network by tweyllable-based HMM, respectively. Suppose that the number
different speech recognizers. of sub-networks of CNO1 and CNO2 isand J, respectively.
Step(2): Performing a sub-network-based alignment b€he i-th sub-network of CNO1 and thgth sub-network of
tween the confusion networks. CNO2 are denoted asS'NT;” and “SN.S;,” respectively. The

Step(3): Composing a new confusion network by combiningrocess has the following steps:
the two networks, based on posterior probabilities. 1) For; = 1,2,... I, the following Step (2) to (5) are
The details are explained in following sections. repeated.
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to SNS;, which is regarded as a substitution error of xf, 8333 w, 0.323 (Comecedverd)
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All SNT; are not aligned to on&NS; and all SNS; are SNS - we 0356 we 0.005 Word candidates
not aligned to oneS N'T;. We deal with these sub-networks as :i 8;;1 s 8:88? for correcting
insertion sub-networks. w |
Figure 3 shows an alignment case where #i#& is found Vé gclyég ¥ @: NULL
in SNSs. In this case,SNS; is the insertion network in
that the maximum posterior probability is 0.5 or more. In our Fig. 5. Compose a new confusion network.

correction method, all insertion networks are added to the new
confusion network created by Step(3).
On the other hand, Figure 4 shows an alignment case where

the BW, is not found in anyS V'S, However, we assume thatnetwork. On the other hand, it may increase insertion errors
the SN'T; corresponds to thé*Ng (p=i - 1) because the and confuse a human editor. However, the insertion errors can
L (p=1i=

SNS, (p= i) is likely to be the substitution error iN'T,. D€ €asily removed by pushing “DEL" button on the interface.
The final advantage is being able to form transcriptions with
C. Step(3): Composing new confusion network greater confidence. After processing CNC, all words on the
The final Step is to merge the two confusion networkgestlwqrds line h.ave a hlgh pOSterior probablllty In addition
and create a new confusion network. The merging procd8sthis, if a word is recognized and belongs to the two sub-
is performed by calculating the average posterior probabilifgtworks with a high probability, we can assume that the word
of the words in the aligned sub-networks’ pair. has a high degree of confidence and the word may be correct.
Figure 5 shows an example of merging the sub-networkscan contribute to the reduction of cost of editing by a human
that correspond to each other, from the previous Step(gflitor.
Figure 5 shows a case whe&VT; and SN.S; correspond.
Each word in the sub-networks has a posterior probability. IV. ERROR CORRECTION EXPERIMENT
The new, marged sub-network is defined &NC.” The A. Experimental setup

probabilities of words belonging to th&NC; are calculated  the main purpose of the error correction experiment was
by averaging the probabilities of the same wordSiN'T; and 14 jnyestigate the effectiveness of our CNC method on the
SNS;. If the word is only in one of the sub-networks, itSyqiting transcription system for the corrections made by edi-
probability is halved in the new sub-network. . tors. Therefore, we evaluated how much the improvement in
_ Finally, the wordw, which has the highest probability, iSgheech recognition performance the CNC method achieves.
likely to be the correct word. The remaining words such g3 aqgition to this, we evaluated the time required for error
w, are candidates for correction by an editor. In our editing, e ction using the editing system both with and without the

system, a maximum of 5-best words are displayed on tR&c method. In other words, we evaluated whether the error
interface. In the case of Figure 5, the warg is not provided. ., rection reduced an editor's burden or not.

The sample of subjects consisted of 14 students who were

D. Advantages of CNC method used to keyboard operation. The experimental procedure was
The CNC method has three advantages for our editif§'formed in the following order:
system. 1) A subject utters something to the system.

The first advantage is correcting substitution errors in our2) The CNC method is performed when the system gets
system. Our method can replace a wrong word on the Best the two types of confusion network. o
Word position with a correct word with a lower posterior 3) The transcription with correction candidates is displayed
probability. In the case of Figure 5y does not have the on the interface of the system. . .
highest probability in the two sub-networks. However, it can 4) The subject corrects the errors included in the transcrip-
be in the Best Word position when considering the two sub-  tion using the editing system.
networks. Each of the subjects uttered a total of 15 sentences, which
The second advantage is recovering deletion errors. Wgre selected from the Japan Newspaper Article Speech
described in Section IlI-B, our method adopts two types @¢dNAS) corpus provided by the Acoustic Society of Japan
confusion network. This can prevent some deletion errors H&SJ) [8]. The duration of the sentences varied from 4 seconds
cause all insertion networks are merged into the new confusimn6 seconds, and the sentences consisted of about 12 words.



TABLE |
SPEECH RECOGNITION RATE BEFORE THE SUBJECTS CORRECT RECOGNITION ERRORS

Utterance Group| Hypothesis| Corr.[%] Acc.[%] Sub  Del Ins CoveRate[%]
Triphone 67.8 615 341 36 7.3 72.2
Groupl Syllable 70.9 63.9 309 31 83 74.6
CNC 71.2 61.5 31.3 24 113 77.8
Triphone 36.2 18.9 36.7 29 107 38.2
Group2 Syllable 39.2 18.7 354 23 127 41.2
CNC 38.3 10.8 36.3 20 17.0 42.2

60

Ten of the 15 sentences had fewer than 2 or no words that
were out-of-vocabulary (OQOV). We classify these as “Groupl”
utterances. The others have about 4 OOV words (the OOV rate = >°

is about 30%). These are called “Group2” utterances. g

Both types of acoustic model come from the JNAS cor- o 40
pus [8]. A word trigram-based language model, with 20,000 g
words of vocabulary, was derived from Mainichi newspaper S 3o
articles. Z

8

B. Experimental result and discussion 5 20 1]

Table | shows the recognition rates of each utterance groug =
(Group1, Group2). All rates are averaged by the number of 2 *°
subjects. “Corr.” means word correct rate, which does not S
consider any insertion errors, while “Acc.” is word accu- 0
racy rate, which considers insertion errors (Acd.—WER). Groupl Group2 ALL

“Cover_Rate” means the coverage of correct words displayed
on the correction interface of the editing system. A higher
Cover Rate makes an editor's work easier. The lines labeled
“Triphone” and “Syllable” represent the performance of the

confusion networks derived by the recognizer with triphongecognizers, and corrects errors by combining confusion net-

based HMM and syllable-based HMM, respectively. On thgorks based on posterior probability. The result of the error

other hand, the lines labeled “CNC” show the performance gbrrection experiment showed that our CNC method worked

a confusion network composed by our CNC method. Note thafficiently, and reduced the editing time for the sentences

“Corr.” and “Acc.” are calculated on the basis of Best Wordgontaining 2 or fewer OOV words.

sequences. In future work, we intend to improve the user interface
Figure 6 shows the editing time for correction work. Oupf the editing system for making speedy corrections. For

CNC method made a reduction of 5.1 seconds in error correggample, each candidate can be color-coded according to the

tion time, on average, for the Groupl sentences. This is Wige| of confidence. This enables an editor to find correction

it obtained a 3.2% improvement in Cov&ate. words of more easily. In addition, we are going to refine
However, in the case of Group2 setences, these do iR CNC framework. Using multiple recognizers’ outputs has

seem to be a benefit of using the CNC method, although thgssibilities of reducing recognition errors.

Cover Rate was slightly improved. In the context of recogniz-

ing an utterance including too many OOV words, these words REFERENCES
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