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Abstract— Performance degradation with time varying is a 
generally acknowledged phenomenon in speaker recognition and 
it is widely assumed that speaker models should be updated from 
time to time to maintain representativeness. However, it is costly, 
user-unfriendly, and sometimes, perhaps unrealistic, which 
hinders the technology from practical applications. From a 
pattern recognition point of view, the time-varying issue in 
speaker recognition requires such features that are speaker-
specific, and as stable as possible across time-varying sessions. 
Therefore, after searching and analyzing the most stable parts of 
feature space, a Discrimination-emphasized Mel-frequency-
warping method is proposed. In implementation, each frequency 
band is assigned with a discrimination score, which takes into 
account both speaker and session information, and Mel-
frequency-warping is done in feature extraction to emphasize 
bands with higher scores. Experimental results show that in the 
time-varying voiceprint database, this method can not only 
improve speaker recognition performance with an EER 
reduction of 19.1%, but also alleviate performance degradation 
brought by time varying with a reduction of 8.9%. 
 

I. INTRODUCTION 

Speaker recognition, also known as voiceprint recognition, is 
one kind of biometric authentication technology that can be 
used to automatically recognize a speaker’s identity by using 
speaker-specific information contained in speech waves. Like 
all the other pattern recognition problems, it includes a 
training process (to obtain speaker models from utterances 
after feature-extraction) and a testing process (to determine 
the identity of a speaker-unknown utterance). This technology 
enables access control of various services by voice, including 
voice dialing, banking over a telephone network, telephone 
shopping, database access services, information and 
reservation services, voice mail, security control for 
confidential information, and remote access of computers [1]. 
Apart from these commercial applications, it also has a 
prospect in forensic ones [2]. In all these typical situations, 
training and testing processes are usually separated by some 
period of time, which poses a possible threat to speaker 
recognition systems.  

The time-varying issue has been mentioned many times 
since the birth of the word voiceprint. Although pioneer 
researchers believed identifiable uniqueness did exist in each 

voice just as that of fingerprints, they put forward this issue at 
the same time [3]. There was no evidence regarding the 
stability of speaker-specific information throughout time. In 
1997, Sadaoki Furui summarized advances in automatic 
speaker recognition in decades and also left the way to deal 
with long-term variability in people’s voice as an open 
question [1]. A similar idea was expressed in [4], where the 
authors argued that a big challenge to uniquely characterize a 
person’s voice was that voice changes over time.  

Performance degradation has also been observed in 
presence of time intervals in practical systems. F. Soong et al. 
[5] concluded from experiments that the longer the separation 
between training and testing recordings, the worse the 
performance. Kato and Shimizu [6] also reported a significant 
loss in accuracy between two sessions separated by 3 months 
and aging was considered to be the cause [7].  

It is a generally acknowledged phenomenon that speaker 
recognition performance degrades with time varying. In spite 
of the fact that it is effective to update speaker models from 
time to time to maintain representativeness [1][5], few 
researchers have figured out reasons behind this phenomenon 
exactly.  

From a pattern-recognition point of view, performance 
degradation results from mismatches between training and 
testing. All possible mismatches can be divided into two 
categories. One category is speaker-independent mismatches 
which originate from voice transmission outside speakers 
themselves. Environmental noise, echo, recording, and 
channel mismatches are of this category. The other category is 
mismatches in the speaking behavior of the same speaker (e.g., 
speaking style, speech content, time-related variability). Our 
research focuses on the time-related variability from the 
second category.  

Due to absence of a proper longitudinal database, we 
created one that met this requirement with 16 recording 
sessions in a period of approximately 3 years in our previous 
work [8]. The design of this time-varying voiceprint database 
cleared out speaker-independent mismatches and mismatches 
in speaking style and speech contents by relevant control 
measures. Preliminary experimental results showed that 
speaker recognition system performed best when training and 
testing utterances are from the same session, i.e., on the same 
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recording dates. However, the performance gets worse and 
worse with the recording date difference between training and 
testing gets bigger [8].  

This result serves as a possible proof for the efficiency of 
the model updating method. The shortcoming of this method 
is also evident, as it is costly, user-unfriendly and sometimes 
may be unrealistic for real applications.  

Performance improvement against mismatches always 
resorts to selecting better features. In time-varying speaker 
recognition, the most essential way to stabilize performance is 
to extract exact acoustic features that are speaker-specific and 
further, stable across sessions. Acoustic parameters, such as 
pitch, formant, have been examined first, while it seems they 
remain more or less the same across sessions and no valuable 
trend has been tracked so far. Efforts have also been made in 
the frequency domain, where we have been trying to identify 
frequency bands that reveal high discrimination sensitivity for 
speaker-specific information but low discrimination 
sensitivity for session-specific information. Once these 
frequency bands are identified, more features can be extracted 
within them by means of frequency warping. Thus 
information critical to time-varying speaker recognition is 
emphasized and performance improvement can be expected. 
A discrimination score for each frequency band can be 
obtained regarding the requirements analyzed above, and 
frequency warping is done on the basis of the classic Mel 
scale, which is named as a Discrimination-emphasized Mel-
frequency-warping method.  

This paper is organized as follows. In Section II, the 
proposed method for time-varying speaker recognition is 
detailed. A brief description of the time-varying voiceprint 
database is presented in Section III. Experimental setup and 
results are listed in Section IV. Conclusions are drawn in 
Section V.  

II. THE DISCRIMINATION-EMPHASIZED MEL-FREQUENCY-
WARPING METHOD 

As analyzed in Section I, the proposed solution is to highlight 
in feature extraction the frequency bands that reveal high 
discrimination sensitivity for speaker-specific information 
while low discrimination sensitivity for session-specific 
information. Then this problem split into two sub-problems: 
how to determine the discrimination sensitivity of each 
frequency band in this time-varying speaker recognition task 
and how to do frequency warping to highlight target 
frequency bands. 

A. Discrimination Score Calculation 

Out of those discriminate criteria in machine learning, F-
ratio has broadly served as a criterion of feature selection in 
speaker recognition [9], which is the ratio of the between-
group variance to the within-group variance. A higher F-ratio 
value means better feature selection for the target grouping. 
That is to say, the feature selection with a higher F-ratio 
possesses higher discrimination sensitivity against the target 
grouping [10].  

This idea is employed to determine the importance of 
frequency bands in time-varying speaker recognition. The 
whole frequency range is divided into K frequency bands 
uniformly and linear frequency scale triangle filters are used 
to process the power spectrum of utterances. The filter-setup 
is the same as that of classic MFCC (Mel-frequency Cepstrum 
Coefficients) except for linear frequency scaling.  

Suppose there are M speakers and S sessions in a given 
database. In this case, there are two different kinds of 
grouping: grouping by speakers for each session and grouping 
by sessions for each speaker, which correspond to two 
different kinds of F-ratios.  

The first kind of F-ratio, denoted as F-ratio-spk, is 
illustrated in Equ. (1): 
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where k
sF ratio spk- - denotes the F-ratio value of frequency 

band k in session s, ,
,
k j
i sx  is power of the frequency band k in 

frame j of the speaker i in session s, ,i sN  is the frame number 
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averages calculated as follows. 
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For each frequency band k, there is an averaged 
kF ratio spk- - : 
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Frequency bands with higher F-ratio-spk have higher 
discrimination sensitivity for speaker-specific information.  

Similarly, the second kind of F-ratio, denoted as F-ratio-
ssn , is illustrated in Equ. (5): 
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where k
iF ratio ssn- - denotes the F-ratio value of frequency 

band k of speaker i, and iµ is the average  calculated as 

follows. 
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For each frequency band k, there is an averaged 
kF ratio ssn- - : 
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Frequency bands with lower F-ratio-ssn have lower 
discrimination sensitivity for session-specific information.  

Then for each frequency band k, a discrimination score 
kdiscrim score- can be defined as: 
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B. Mel-frequency-warping Strategies 

Mel scale, one kind of frequency warping, takes into 
account human auditory characteristics and has been the state-
of-the-art technology in feature extraction in both speech and 
speaker recognition, which is the basis of our proposed 
warping method. 

One warping strategy is to uniformly warp those target 
frequency bands with discrimination scores above a threshold. 
Warping-factors are designed to emphasize information 
within target frequency bands, as they contribute more to the 
time-varying speaker recognition task. Evidently this does not 
mean non-target frequency bands are of no contribution to the 
task. Therefore, target frequency bands should be assigned 
with a proper warping-factor, neither too small to add 
emphasis, nor too big to pose a threat to the whole system. 
The proposed frequency warping, called Mel-frequency-
warping (MFW), is illustrated in Fig. 1.  

 
Fig. 1.The relationship between Hz, Mel scale and MFW scale 

In a time-varying speaker recognition system, there may be 
several discontinuous target frequency bands with their 
discrimination scores higher than a specified threshold. In this 
case, the warped Mel frequency becomes complicated while 
the warping principle remains the same: processing Mel 
frequency in an increasing order with target frequency bands 
warping by a certain factor (>1) and non-target frequency 
bands unchanged (warping factor is 1).  

A comparison of the extraction procedures of MFCC and 
the proposed WMFCC (Warped Mel-frequency Cepstrum 
Coefficients) is shown in Fig. 2. Clearly, MFCC is the same 
as WMFCC with warping factors of all frequency bands being 
1.  

 
Fig. 2. A comparison of MFCC and WMFCC extraction procedures 

Since the warping-factor represents the degree of 
information emphasis by Mel-frequency-warping, the value of 
a discrimination score can be a reference in choosing its 
corresponding warping-factor. Thus another warping strategy 
is non-uniformly warping of the whole frequency range 
according to their discrimination scores. This strategy requires 
a more complicated determination procedure of warping-
factors, which is to be done in the future. 

III.  THE TIME-VARYING VOICEPRINT DATABASE 

The time-varying voiceprint database [8] is used in the 
research, which aims to contribute to examining solely the 
time-varying impact on speaker recognition. To avoid 
mismatches other than time-related variability, recording 
equipments (microphone-channel), software, conditions and 
environment are kept as constant as possible. Furthermore, 
speakers are requested to utter in a reading way with fixed 
prompt texts (100 Chinese sentences with varied lengths) 
instead of free-style conversations (employed in the MARP 
corpus [11]) throughout 16 sessions in a period of 
approximately three years (from 2010 to 2012). Sessions are 
of gradient time intervals where initial ones are of shorter 
time intervals and following ones of longer and longer time 
intervals. All speakers are recruited on campus, with 30 
female and 30 male.  

Following experiments are performed on 8kHz-sampling 
microphone data from the first 10 recording sessions. The 10th 
session was recorded approximately a year away from the 1st 
one.  

IV.  EXPERIMENTAL RESULTS 

A. Experimental Setup 

All experiments were based on the state-of-the-art 1024-
mixture GMM-UBM (Gaussian Mixture Model – Universal 
Background Model) speaker recognition system. 16-
dimensional MFCCs and their first derivatives were adopted 
as acoustic features in the baseline system, while 16-
dimensional WMFCCs and their first derivatives in the 
proposed method.  

Each speaker model was trained using 3 sentences 
randomly selected from the entire 100 sentences from the 2nd 
session with length of about 10 seconds, and all sentences 
from the first 10 sessions were used for testing with each 
sentence ranging from 2 to 5 seconds.  

B. Determination of WMFCC Parameters 

The whole frequency-range (from 100 Hz to 3800 Hz) was 
divided into 30 frequency bands. All data from the first 10 
sessions were used to calculate the discrimination score of 
each frequency band, as shown in Fig. 3.  

As can be seen from the figure, below 2500 Hz, the 
discrimination scores generally fluctuated within the range of 
2 to 3, while above 2500 Hz, the curve climbed up with all 
values well above 3, which was the average. Hence, 2500 Hz 
~ 3800 Hz was identified as the target frequency bands. A 

frequency bands 

warping-factor: 2 

MFW scale 

Hz 

Mel scale 

target non-target 

WMFCC  MFCC 

Windowing 

FFT 

Mel 
Scaling 

MFW 
Scaling 

Log 

DCT 

utterance 



series of experiments had been done to find a proper warping-
factor and it came out that the system performed best with a 
warping-factor of 3 as shown in Table I.  

 
Fig. 3. Discrimination scores of frequency bands 

TABLE   I  
A COMPARISON OF THE PERFORMANCE OF WMFCC WITH DIFFERENT WARPING 

FACTORS IN AVERAGE EER (%) 

warping 
factor 

1 2 3 4 5 

WMFCC 10.06 8.69 8.14 8.22 8.36 
 

C. Experimental Results 

Choose 2500Hz~3800Hz as target frequency bands and 3 
as the warping factor. Fig. 4 shows a comparison of the 
performance of MFCC and proposed WMFCC in EER (%), 
while Table II presents another comparison in degradation 
degree with time varying in average (%) and the reduction 
rate (RR, %).  
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Fig. 4. A comparison of the performance of MFCC and WMFCC in EER 
 

TABLE   II 
ANOTHER COMPARISON OF THE PERFORMANCE OF MFCC AND WMFCC IN 

DEGRADATION DEGREE WITH TIME VARYING 

 2nd-session 
EER 

Average 
EER 

Average  
Degradation Degree 

MFCC 6.45 10.06 0.56 
WMFCC 5.38 8.14 0.51 

RR 16.6 19.1 8.9 

Fig. 4 clearly demonstrates the time-varying effect on 
speaker recognition with the 2nd session performed the best 
where training utterances were selected. After about half a 
year, EERs generally fluctuated around 12%. Since the 
proposed feature of WMFCC took into account both speaker-
specific information and session-specific information, it 
yielded a reduction of 19.1% in average EER, and also a 
reduction of 8.9% in average degradation degree with time 
varying.  

V. CONCLUSIONS 

A Discrimination-emphasized Mel-frequency-warping 
method is proposed in this paper for time-varying speaker 
recognition. Experimental results show that in the time-
varying voiceprint database, this method can not only 
improve speaker recognition performance in average EER 
with a reduction of 19.1%, but also alleviate performance 
degradation brought by time varying with a reduction of 8.9%.  

Further experiments are needed to test the data-dependency 
by using other databases.   

Also, it requires more speculation and experimentation 
whether the discrimination-emphasized idea could be applied 
to other speech features, and further, speaker modeling 
techniques.   
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