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Abstract— Performance degradation with time varying is a
generally acknowledged phenomenon in speaker recagon and
it is widely assumed that speaker models should hgdated from
time to time to maintain representativeness. Howeveit is costly,
user-unfriendly, and sometimes, perhaps unrealistic which
hinders the technology from practical applications. From a
pattern recognition point of view, the time-varying issue in
speaker recognition requires such features that arespeaker-
specific, and as stable as possible across time-yeg sessions.
Therefore, after searching and analyzing the most able parts of
feature space, a Discrimination-emphasized Mel-fragency-
warping method is proposed. In implementation, eaclfrequency
band is assigned with a discrimination score, whicliakes into
account both speaker and session information, and &k
frequency-warping is done in feature extraction toemphasize
bands with higher scores. Experimental results showhat in the
time-varying voiceprint database, this method can ot only
improve speaker recognition performance with an EER
reduction of 19.1%, but also alleviate performancedegradation
brought by time varying with a reduction of 8.9%.

l. INTRODUCTION

Speaker recognition, also known as voiceprint ratam, is
one kind of biometric authentication technologyttban be
used to automatically recognize a speaker’s idebtjt using
speaker-specific information contained in speechiesal ike
all the other pattern recognition problems, it uu#s a
training process (to obtain speaker models fromaratices
after feature-extraction) and a testing processdétermine
the identity of a speaker-unknown utterance). T&ihinology
enables access control of various services by yaictuding
voice dialing, banking over a telephone networkephone
shopping, database access services, information
reservation services, voice mail, security contrfdr
confidential information, and remote access of cotefs [1].
Apart from these commercial applications, it alsas ha
prospect in forensic ones [2]. In all these typisaliations,
training and testing processes are usually sephitatesome
period of time, which poses a possible threat teakpr
recognition systems.
The time-varying issue has been mentioned manystime

since the birth of the wordoiceprint. Although pioneer
researchers believed identifiable uniqueness dist @x each

voice just as that of fingerprints, they put fordidinis issue at
the same time [3]. There was no evidence regardey
stability of speaker-specific information throughdime. In
1997, Sadaoki Furui summarized advances in automati
speaker recognition in decades and also left the tavadeal
with long-term variability in people’s voice as apen
question [1]. A similar idea was expressed in [dhere the
authors argued that a big challenge to uniquelyatiterize a
person’s voice was that voice changes over time.

Performance degradation has also been observed
presence of time intervals in practical systemsdanget al.
[5] concluded from experiments that the longergbparation
between training and testing recordings, the wotlse
performance. Kato and Shimizu [6] also reportedyaificant
loss in accuracy between two sessions separat&dnignths
and aging was considered to be the cause [7].

It is a generally acknowledged phenomenon that kagea
recognition performance degrades with time varyingspite
of the fact that it is effective to update speak®rdels from
time to time to maintain representativeness [1][8w
researchers have figured out reasons behind tleisgshenon
exactly.

From a pattern-recognition point of view, perforroan
degradation results from mismatches between trgiind
testing. All possible mismatches can be divided itwo
categories. One category is speaker-independemhatibes
which originate from voice transmission outside ads
themselves. Environmental noise, echo, recordingd a
channel mismatches are of this category. The atiggory is
mismatches in the speaking behavior of the samakepée.qg.,
speaking style, speech content, time-related vititigb Our

search focuses on the time-related variabilitymfrthe
Second category.

Due to absence of a proper longitudinal database, w
created one that met this requirement with 16 diogr
sessions in a period of approximately 3 years inpsavious
work [8]. The design of this time-varying voiceprifatabase
cleared out speaker-independent mismatches andatukes
in speaking style and speech contents by relevantra
measures. Preliminary experimental results showeat t
speaker recognition system performed best wheniigaiand
testing utterances are from the same sessionpnghe same
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recording dates. However, the performance gets evarsl
worse with the recording date difference betweaiming and
testing gets bigger [8].

This result serves as a possible proof for theciefficy of
the model updating method. The shortcoming of théthod
is also evident, as it is costly, user-unfriendfy ometimes
may be unrealistic for real applications.

Performance
resorts to selecting better features. In time-vayyspeaker
recognition, the most essential way to stabilizégenance is
to extract exact acoustic features that are spesdemific and
further, stable across sessions. Acoustic parametech as
pitch, formant, have been examined first, whileaems they
remain more or less the same across sessions avaluable
trend has been tracked so far. Efforts have also beade in
the frequency domain, where we have been tryindeatify
frequency bands that reveal high discriminatiorsgeuity for
speaker-specific  information  but
sensitivity for session-specific information. Ondbese
frequency bands are identified, more features eaextracted

low discrimination

This idea is employed to determine the importanée o
frequency bands in time-varying speaker recognitibhe
whole frequency range is divided intd frequency bands
uniformly and linear frequency scale triangle fifteare used
to process the power spectrum of utterances. Tiee-fietup
is the same as that of classic MFCC (Mel-frequeegstrum
Coefficients) except for linear frequency scaling.

improvement against mismatches always Suppose there amgl speakers ané sessions in a given

database. In this case, there are two differendskiof
grouping: grouping by speakers for each sessiorgamaping
by sessions for each speaker, which correspondwto t
different kinds of F-ratios.

The first kind of F-ratio, denoted aB-ratio-spk, is
illustrated in Equ. (1):
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where F -ratio- spkX denotes the F-ratio value of frequency

within them by means of frequency warping. Thus bandk in sessiors, X/ is power of the frequency batdin

information critical to time-varying speaker recdgm is
emphasized and performance improvement can be tthec
A discrimination score for each frequency band dsn
obtained regarding the requirements analyzed abawe,
frequency warping is done on the basis of the wakskl
scale, which is named as a Discrimination-emphdsiMel-
frequency-warping method.

This paper is organized as follows. In Section tHe
proposed method for time-varying speaker recognmitis
detailed. A brief description of the time-varyingieeprint
database is presented in Section Ill. Experimesgalip and
results are listed in Section IV. Conclusions arawsh in
Section V.

Il.  THE DISCRIMINATION-EMPHASIZED MEL-FREQUENCY
WARPING METHOD

As analyzed in Section I, the proposed solutioto ikighlight
in feature extraction the frequency bands that akvegh
discrimination sensitivity for speaker-specific anfation
while low discrimination sensitivity for sessionesjific
information. Then this problem split into two sutBplems:
how to determine the discrimination sensitivity efch
frequency band in this time-varying speaker recigmitask

and how to do frequency warping to highlight target band k of speakeri, and 4 is the average

frequency bands.

A. Discrimination Score Calculation

Out of those discriminate criteria in machine |éagn F-
ratio has broadly served as a criterion of feasglection in
speaker recognition [9], which is the ratio of thetween-
group variance to the within-group variance. A leigk-ratio
value means better feature selection for the taggetiping.
That is to say, the feature selection with a highenatio
possesses higher discrimination sensitivity agdinsttarget
grouping [10].

framej of the speakeirin sessiors, N, is the frame number
of speakeri in sessions, and x4, andy, are corresponding
averages calculated as follows.
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For each frequency bandk, there is an averaged
F -ratio- spk*:
S
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Frequency bands with highef-ratio-spk have higher

discrimination sensitivity for speaker-specificannation.
Similarly, the second kind of F-ratio, denoted Fasatio-
ssn, is illustrated in Equ. (5):
S
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where F -ratio- ssn* denotes the F-ratio value of frequency
calculated as

(5)

follows.
1 S
H=Z b (6)
S
For each frequency bandk, there is an averaged
F -ratio- ssn®:

(7)

Frequency bands with loweF-ratio-ssn have lower
discrimination sensitivity for session-specificonation.

Then for each frequency bard a discrimination score
discrim- score® can be defined as:

. 1 .
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discrim- score = L rali0- sk spk*
F - ratio- ssn*
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B. Mel-frequency-warping Strategies

Mel scale, one kind of frequency warping, takeso int
account human auditory characteristics and has theestate-
of-the-art technology in feature extraction in betfeech and
speaker recognition, which is the basis of our psed
warping method.

One warping strategy is to uniformly warp thosegéar
frequency bands with discrimination scores abotlaeshold.
Warping-factors are designed to emphasize infoonati
within target frequency bands, as they contributgaro the
time-varying speaker recognition task. Evidentlig ihoes not
mean non-target frequency bands are of no conimibtd the
task. Therefore, target frequency bands should ds&g@ed
with a proper warping-factor, neither too small &ud
emphasis, nor too big to pose a threat to the whgpstem.
The proposed frequency warping, called Mel-freqyenc
warping (MFW), is illustrated in Fig. 1.
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Fig. 1.The relationship between Hz, Mel scale and MFW scale

In a time-varying speaker recognition system, theag be
several discontinuous target frequency bands withirt
discrimination scorehigher than a specified threshold. In this
case, the warped Mel frequency becomes complicatels
the warping principle remains the same: processiteg
frequency in an increasing order with target fremyebands
warping by a certain factor (>1) and non-targeiqfiency
bands unchanged (warping factor is 1).

A comparison of the extraction procedures of MFG@ a

Since the warping-factor represents the degree of
information emphasis by Mel-frequency-warping, Wadue of
a discrimination scorean be a reference in choosing its
corresponding warping-factor. Thus another warmtrgtegy
is non-uniformly warping of the whole frequency gen
according to their discrimination scores. Thiststyg requires
a more complicated determination procedure of vmpi
factors, which is to be done in the future.

lll.  THETIME-VARYING VOICEPRINTDATABASE

The time-varying voiceprint database [8] is used tle
research, which aims to contribute to examiningelgothe
time-varying impact on speaker recognition. To dvoi
mismatches other than time-related variability, ording
equipments (microphone-channel), software, conuaftiand
environment are kept as constant as possible. é&muntire,
speakers are requested to utter in a reading wty fixied
prompt texts (100 Chinese sentences with variedttes)
instead of free-style conversations (employed m MARP
corpus [11]) throughout 16 sessions in a period
approximately three years (from 2010 to 2012). iBassare
of gradient time intervals where initial ones arfeshorter
time intervals and following ones of longer anddentime
intervals. All speakers are recruited on campusgh vd0
female and 30 male.

Following experiments are performed on 8kHz-sangplin
microphone data from the first 10 recording sessidine 18
session was recorded approximately a year away fhent"
one.

of

IV. EXPERIMENTAL RESULTS

A.  Experimental Setup

All experiments were based on the state-of-thelfr24-
mixture GMM-UBM (Gaussian Mixture Model — Universal
Background Model) speaker recognition system. 16-
dimensional MFCCs and their first derivatives wadmopted

as acoustic features in the baseline system, wihbe
dimensional WMFCCs and their first derivatives ihet

the proposed WMFCC (Warped Mel-frequency Cepstrumproposed method.

Coefficients) is shown in Fig. 2. Clearly, MFCCtie same
as WMFCC with warping factors of all frequency baieing
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Fig. 2. A comparison of MFCC and WMFCC extraction procedures

Each speaker model was trained using 3 sentences
randomly selected from the entire 100 sentences fre 2°
session with length of about 10 seconds, and altesees
from the first 10 sessions were used for testinth wéach
sentence ranging from 2 to 5 seconds.

B. Determination of WMFCC Parameters

The whole frequency-range (from 100 Hz to 3800 wWa}
divided into 30 frequency bands. All data from first 10
sessions were used to calculate the discriminamore of
each frequency band, as shown in Fig. 3.

As can be seen from the figure, below 2500 Hz, the
discrimination scores generally fluctuated withie range of
2 to 3, while above 2500 Hz, the curve climbed uthall
values well above 3, which was the average. He2is@0) Hz
~ 3800 Hz was identified as the target frequencydba A



series of experiments had been done to find a pwaging-
factor and it came out that the system performedd With a
warping-factor of 3 as shown in Table I.
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Fig. 3. Discrimination scores of frequency bands
TABLE |
A COMPARISON OF THE PERFORMANCE OF WMFCC WITH DIFFERENT \RRING
FACTORS IN AVERAGE EER%0)

warping

factor 1 2 3 4 5

WMFCC  10.06 8.69 8.14 8.22 8.36

C. Experimental Results

Choose 2500Hz~3800Hz as target frequency bands3and [1]

as the warping factor. Fig. 4 shows a comparisorthef

performance of MFCC and proposed WMFCC in EER (%

while Table Il presents another comparison in degpian
degree with time varying in average (%) and theucddn
rate (RR, %).
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Fig. 4. A comparison of the performance of MFCC and WMFCC in EER

TABLE I
ANOTHER COMPARISON OF THE PERFORMANCE OF MFCC AND WMFCC IN
DEGRADATION DEGREE WITH TIME VARYING

2"session  Average Average
EER EER Degradation Degree
MFCC 6.45 10.06 0.56
WMFCC 5.38 8.14 0.51
RR 16.6 19.1 8.9

) (2]

Fig. 4 clearly demonstrates the time-varying effect
speaker recognition with the"®session performed the best
where training utterances were selected. After atbalf a
year, EERs generally fluctuated around 12%. Sinte t
proposed feature of WMFCC took into account bothager-
specific information and session-specific inforroafi it
yielded a reduction of 19.1% in average EER, arsb a
reduction of 8.9% in average degradation degreé tiihe
varying.

V. CONCLUSIONS

A Discrimination-emphasized Mel-frequency-warping
method is proposed in this paper for time-varyipgaker
recognition. Experimental results show that in time-
varying voiceprint database, this method can noty on
improve speaker recognition performance in averB@R
with a reduction of 19.1%, but also alleviate parfance
degradation brought by time varying with a reductid 8.9%.

Further experiments are needed to test the datandepcy
by using other databases.

Also, it requires more speculation and experimémat
whether the discrimination-emphasized idea couldaied
to other speech features, and further, speaker Imgde
techniques.
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