Detection of Shifted Double JPEG Compression using Markovian Transition Probability Matrix
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Abstract—Copy-paste forgery is a very common type of forgery in JPEG images. The tampered patch has always suffered from JPEG compression twice with inconsistent block segmentation. This phenomenon in JPEG image forgeries is called the shifted double JPEG (SD-JPEG) compression. Detection of SD-JPEG compressed blocks can make crucial contribution to detect and locate the tampered region. However, the existing SD-JPEG compression detection methods cannot achieve satisfactory results especially when the image block size is small. In this paper, an effective SD-JPEG compression detection method based on Markovian transition probability matrix is proposed. Statistical artifacts are left by the SD-JPEG compression among the elements of the JPEG 2-D arrays. Difference JPEG 2-D arrays generated along four directions (i.e. horizontal, vertical, main diagonal and minor diagonal) are utilized to enhance them and then thresholded by a predefined threshold for reducing computational cost. Markovian transition probability matrix is used to model the difference JPEG 2-D arrays in order to utilize the second order statistics. All the elements of these transition probability matrices are served as features for SD-JPEG compression detection. Support Vector Machine (SVM) is employed as the classifier. Experimental results demonstrate the efficiency of the proposed method.

I. INTRODUCTION

With the rapid growth of cheap and high resolution digital cameras, high performance computers, and powerful image processing software, it is getting easier to manipulate a digital image without leaving obvious visual traces. As a matter of fact, the problem of digital image counterfeiting is potentially serious, sometimes malicious tampering may bring us some legal crisis. Therefore, digital image forensics has become an especially important research subject.

Generally speaking, existing approaches for digital image forensics can be divided into two categories: active [1, 2] and passive [3-5] approaches. Active approaches mainly insert watermarks or signatures to digital images at the time of recording, the authenticity of digital images can be checked by detecting the change in the watermark, however most image capturing devices don’t equip with watermarking functionality due to the cost. In contrast to active approaches, passive approaches don’t need any watermark or prior information about image, so they have drawn a lot of attention and become a hot research topic in digital image forensics.

It is well-known that JPEG is a commonly used image compression standard. Identifying the authenticity of JPEG format images plays a useful role in image forensics. Recently, several methods for JPEG image authentication based on double compression detection were proposed, the block segmentations of the first and second JPEG compressions are aligned to each other under these circumstances. Lukáš and Fridrich [6] tried to identify double JPEG compression by detecting DCT histogram artifacts of individual coefficients and estimate the primary quantization matrix from a double compressed image. Popescu and Farid [7] also pointed out that double quantization introduces periodic artifacts to the JPEG mode’s histogram, and devised a quantitative measure for these artifacts to discriminate between single and double JPEG compressed images. Fu et al. [8] presented a novel statistical model based on Benford’s law for the probability distributions of the first digits of the block-DCT and quantized JPEG coefficients and claimed that double JPEG compression could be detected because it would cause severe violation of the first digit law. Li et al. [9] observed that using generalized Benford’s law to fit distribution of the first digits of JPEG coefficients from some selected individual AC modes, the performance of detecting double JPEG compression could be greatly enhanced, and then the quality factor in the primary JPEG compression could be identified by a multi-class classification strategy. Chen et al. [10] used Markov based transition probability matrix as the feature and employed the support vector machine as the classifier to distinguish double compressed images from single JPEG compressed images, the author stated that their algorithm outperformed the prior work in [7].

Copy-paste forgery is a very common type of forgery in JPEG images. The tampered region has always suffered from the JPEG compression twice with inconsistent block segmentation. In such situations, methods based on double compression don’t work effectively. Luo et al. [11] developed a blocking artifact characteristics matrix (BACM) to detect SD-JPEG compression. They observed that the BACM exhibits regular symmetrical shape for the single JPEG compression, but symmetry property is destroyed after SD-JPEG compression. Chen and Hsu [12] presented a linearly dependency model of pixel differences, and analyzed the different peak energy distribution to discriminate SD-JPEG compressed images from single JPEG compressed images. Qu et al. [13] formulated the SD-JPEG compression as noisy convolutive mixing model, tried to solve it using blind signal separation. Rather than using ICA, the authors analyzed the Independent Value Map (IVM) to determine whether the image has been SD-JPEG compressed with the assumption that SD-JPEG compression will break the symmetry of IVM. However, these methods can achieve good performance only...
When the image block size is large, it is hard to employ them to detect and locate the some small tampered regions for composite JPEG images.

Motivated from the above discussion, in this paper, we first propose an effective SD-JPEG compression detection method based on Markovian transition probability matrix to identify the SD-JPEG compressed blocks, and then we use the proposed method to detect and locate the tampered regions for composite JPEG images.

The rest of this paper is organized as follows. The process of copy-paste forgery in JPEG images is introduced in section II. The proposed approach is described in section III. The experimental results with comparison to two existing methods are shown in section IV. Conclusion is made in section V.

II. MODEL OF COPY-PASTE FORGERY IN JPEG IMAGES

As we known, JPEG compression is a popular compression scheme based on block discrete cosine transform, the block artifacts can be as an inherent signature for JPEG compressed images. Copy-paste forgery is a very common type of forgery in JPEG images. It means that a patch of the source image is cropped and pasted it onto the target image to generate a new composite image, as illustrated in Fig.1.

In Fig.1, suppose that each grid cell represents a pixel block of size $8 \times 8$, the original image 1 is compressed with the quality factor $QF_1$, the original image 2 is uncompressed or compressed with the quality factor $QF_2$. The rectangle region is cropped from the original image 1, and then pasted onto the original image 2. The composite image is stored in JPEG format with the quality factor $QF_2$. We can notice that the blocking artifact grids of the tampered region are misaligned with the original ones with a probability of 63/64. Therefore, it is very reasonable to assume that the tampered region has undergone the SD-JPEG compression. Generation of a SD-JPEG compressed block is shown in Fig.2 so as to better illustrate the SD-JPEG compression.

In order to detect and locate the tampered regions of a composite JPEG image, the composite JPEG image can be segmented into small blocks and identified one by one.

III. PROPOSED APPROACH

In general, for each pixel of a color JPEG image, there are three numerical values that collectively describe its color. They are identified as $Y$, $C_b$, $C_r$. $Y$ is the luma value, and $C_b$ and $C_r$ collectively form the chrominance value. Chrominance subsampling makes SD-JPEG compression detection in chroma spaces very difficult, hence we only consider the $Y$ component. Fig.3 shows the framework of the proposed feature extraction procedure.

A. JPEG 2-D Array

For a given JPEG image, JPEG coefficient 2-D array is made up of all the quantized $8 \times 8$ block discrete cosine transform (BDCT) coefficients. The proposed approach only considers the magnitude elements of the JPEG coefficient 2-D array (JPEG 2-D array for short). Because the SD-JPEG compression leaves statistical artifacts among them. Whereas the sign of few quantized BDCT coefficients changes after SD-JPEG compression.

B. Difference JPEG 2-D Array

Elements in the JPEG 2-D array are often correlated for a single JPEG compressed image. The SD-JPEG compression artifacts disturb the JPEG 2-D array, weakening the correlation among the elements of the JPEG 2-D array. The SD-JPEG compression detection can be considered as a problem of weak signal detection in the background of strong signal. In order to reduce the effects caused by the diversity of image content and enhance the SD-JPEG compression artifacts, difference JPEG 2-D arrays are generated along four directions (i.e. horizontal, vertical, main diagonal and minor diagonal) as shown in (1).

$$E_h(i, j) = x(i, j) - x(i + 1, j)$$
$$E_v(i, j) = x(i, j) - x(i, j + 1)$$
$$E_d(i, j) = x(i, j) - x(i + 1, j + 1)$$
$$E_m(i, j) = x(i + 1, j) - x(i, j + 1)$$

Where $x(i, j) (i \in [0, M-1], j \in [0, N-1])$ indicates the JPEG 2-D array of a given JPEG image. $M$ and $N$ are the size of the JPEG 2-D array along the horizontal and vertical
directions. The symbols $E_h(i, j)$, $E_v(i, j)$, $E_d(i, j)$, $E_m(i, j)$ denote difference JPEG 2-D arrays along horizontal, vertical, main diagonal and minor diagonal directions, respectively.

C. Thresholded Difference JPEG 2-D Array

A predefined threshold $T$ is used to deal with the difference JPEG 2-D array as shown in (2). In doing so, the value range of the difference JPEG 2-D arrays is limited to $[-T, T]$, with only $2T+1$ possible values.

$$E(i, j) = \begin{cases} E(i, j) & |E(i, j)| < T \\ T & E(i, j) \geq T \\ -T & E(i, j) \leq -T \end{cases}$$

(2)

The threshold $T$ cannot be too small or too large. With a too small $T$, the transition probability matrix will not be able to sensitively catch the artifacts caused by SD-JPEG compression. With a too larger $T$, dimensionality of the transition probability matrix will be too high. Besides, more information about image content itself rather than SD-JPEG compression may be introduced with the increase of the threshold $T$. Based on the experimental dataset prepared in section IV, this threshold is selected as $2$ in the proposed approach.

D. Transition Probability Matrix of Thresholded Difference JPEG 2-D Array

We model the thresholded difference JPEG 2-D arrays defined above by using one-step Markov random process. According to random process theory, a transition probability matrix (TPM) can be used to characterize a Markov random process. Equations (3) show the transition probability matrix for horizontal, vertical, main diagonal and minor diagonal difference JPEG 2-D arrays respectively. Consequently, we have $5 \times 5$ elements for the transition probability matrix along each direction. There are 100 elements in the feature vector for a given JPEG image. All the elements of these transition probability matrices for $E_h$, $E_v$, $E_d$ and $E_m$ are served as features for the SD-JPEG compression detection.

$$p(E(i+1,j) = n | E(i,j) = m) = \sum_{i,j} \sum_{i,j} \delta(E(i,j) = m, E(i+1,j) = n)$$

$$p(E(i,j+1) = n | E(i,j) = m) = \sum_{i,j} \sum_{i,j} \delta(E(i,j) = m, E(i,j+1) = n)$$

$$p(E(i+1,j+1) = n | E(i,j) = m) = \sum_{i,j} \sum_{i,j} \delta(E(i,j) = m, E(i+1,j+1) = n)$$

$$p(E(i,j+1) = n | E(i,j) = m) = \sum_{i,j} \sum_{i,j} \delta(E(i,j) = m, E(i,j+1) = n)$$

(3)

Where $m, n \in \mathbb{Z}$, $-T \leq m, n \leq T$, and

$$\delta(A = m, B = n) = \begin{cases} 1, & A = m \text{ and } B = n \\ 0, & \text{otherwise} \end{cases}$$

IV. EXPERIMENTS AND RESULTS

In our experiments, the Matlab JPEG Toolbox [14] is employed for JPEG compression. Images collected in our experiments are obtained from the UCID [15] and NRCS [16] image databases. All the original images in above databases are uncompressed. LIBSVM [17] is used as the classifier. The polynomial kernel with degree three for the proposed method and Radial Basis Function kernel for two existing SD-JPEG detection methods are selected.

A. Detection of the SD-JPEG Compressed Blocks

In the SD-JPEG compressed blocks detection experiment, the experimental dataset is created as follows:

(1) Three sizes ($64 \times 64$, $128 \times 128$ and $256 \times 256$) of image blocks are generated for assessment.

(2) $QF_1$ and $QF_2$ are selected from 50 to 90 with an increment of 10.

In a specified test condition, 1000 uncompressed image blocks are randomly extracted from the UCID database. For a given {$QF_1$, $QF_2$} pair, there are totally 1000 pairs of SD-JPEG compressed blocks and single JPEG compressed blocks. Each pair of SD-JPEG compressed block and single JPEG compressed block have the same size and image contents for each bmp images. SD-JPEG compressed blocks are generated from the extracted blocks with the quality factor $QF_1$, $QF_2$ and random coordinate shifts. Single JPEG compressed blocks are generated from the same blocks only with the quality factor $QF_2$ and same coordinate shifts.

Therefore, for a given {$QF_1$, $QF_2$} pair, there are totally 2000 image blocks in this dataset. Half of them, i.e. 500 SD-JPEG compressed image blocks and 500 single JPEG compressed blocks are randomly picked out to train the SVM classifier and others for testing. Grid searching is employed to select the best parameters for the classifier. 5-fold cross validation is used in classification. Detection accuracies are average over 20 random experiments.

To test the efficacy of the proposed method, two existing SD-JPEG detection methods, i.e., the BACM-based [11] and ICA-based [13] methods, have also been investigated for comparison on the same dataset. The detection accuracies of the BACM-based, ICA-based and proposed methods for block sizes of $64 \times 64$, $128 \times 128$ and $256 \times 256$ are shown in Table I, Table II and Table III respectively.

<table>
<thead>
<tr>
<th>$QF_1$, $QF_2$</th>
<th>$50$</th>
<th>$60$</th>
<th>$70$</th>
<th>$80$</th>
<th>$90$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$50$</td>
<td>52.8/50.866.7</td>
<td>51.5/51.496.0</td>
<td>54.4/51.607.1</td>
<td>56.3/54.176.1</td>
<td>62.2/56.388.4</td>
</tr>
<tr>
<td>$60$</td>
<td>51.3/50.884.4</td>
<td>50.3/50.285.7</td>
<td>51.4/50.186.0</td>
<td>53.9/53.678.5</td>
<td>59.0/56.885.7</td>
</tr>
<tr>
<td>$70$</td>
<td>51.1/50.883.5</td>
<td>50.3/50.184.5</td>
<td>51.2/51.185.2</td>
<td>52.7/52.384.4</td>
<td>56.3/56.580.1</td>
</tr>
<tr>
<td>$80$</td>
<td>50.4/50.882.3</td>
<td>49.6/50.583.4</td>
<td>51.6/50.284.7</td>
<td>50.4/51.584.4</td>
<td>54.3/53.872.6</td>
</tr>
<tr>
<td>$90$</td>
<td>50.4/49.980.9</td>
<td>49.8/49.880.5</td>
<td>49.8/49.582.0</td>
<td>49.3/50.984.4</td>
<td>52.0/52.083.3</td>
</tr>
</tbody>
</table>

Table I: Detection Accuracy ($\%$) with Various Values of $QF_1$ and $QF_2$ for Block Size of $64 \times 64$. The Detection Accuracies A/B/C in the Table are Obtained by the BACM-based (A), ICA-based (B) and Proposed (C) Method Respectively. The Value in Bold Denotes the Best Detection Accuracy Among the Three Methods.
Follows:  
the first order statistics. The ICA-based method measures the  
block size is small. The reasons are that the BACM-based  
indeed outperforms the others especially when the image  
performance.  
along four directions are used to enhance them. This is one  
decompressed procedure, the artifacts caused by the SD- 
easier to be detected.  
image, which makes the traces left by the first compression  
dramatically with the increase of block size. It is because that  
all the approaches are based on different statistical models,  
Four the three kinds of errors (i.e., quantization error,  
truncation error and rounding error) in JPEG compression and  
de compression procedure, the artifacts caused by the SD- 
JPEG compression are extensive. Difference JPEG 2-D arrays  
are obtained by the BACM-based (A), ICA-based (B) and Proposed (C)  
Method respectively. The value in bold denotes the best detection  
accuracy among the three methods.  

<table>
<thead>
<tr>
<th>QF&lt;sub&gt;1&lt;/sub&gt;/QF&lt;sub&gt;2&lt;/sub&gt;</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>51.6/53.5/85.4</td>
<td>52.6/53.6/85.7</td>
<td>53.8/54.9/85.5</td>
<td>54.9/55.5/85.8</td>
<td>55.9/56.6/86.0</td>
</tr>
<tr>
<td>60</td>
<td>53.6/55.6/86.8</td>
<td>54.3/55.9/87.2</td>
<td>55.4/57.3/87.5</td>
<td>56.3/58.3/87.7</td>
<td>57.1/59.1/87.8</td>
</tr>
<tr>
<td>70</td>
<td>54.6/56.6/88.0</td>
<td>55.2/57.4/88.3</td>
<td>56.3/58.5/88.6</td>
<td>57.0/59.0/88.8</td>
<td>58.0/60.0/88.9</td>
</tr>
<tr>
<td>80</td>
<td>54.8/56.8/88.7</td>
<td>55.4/57.6/88.9</td>
<td>56.2/58.6/89.0</td>
<td>57.0/59.1/89.1</td>
<td>58.0/60.1/89.2</td>
</tr>
<tr>
<td>90</td>
<td>55.0/57.0/89.0</td>
<td>55.6/57.8/89.2</td>
<td>56.3/58.7/89.3</td>
<td>57.1/59.2/89.4</td>
<td>58.1/60.2/89.5</td>
</tr>
</tbody>
</table>

Due to the three kinds of errors (i.e., quantization error,  
truncation error and rounding error) in JPEG compression and  
de compression procedure, the artifacts caused by the SD- 
JPEG compression are extensive. Difference JPEG 2-D arrays  
are obtained by the BACM-based (A), ICA-based (B) and Proposed (C)  
Method respectively. The value in bold denotes the best detection  
accuracy among the three methods.  

<table>
<thead>
<tr>
<th>QF&lt;sub&gt;1&lt;/sub&gt;/QF&lt;sub&gt;2&lt;/sub&gt;</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>52.3/54.5/86.6</td>
<td>53.2/55.2/86.8</td>
<td>54.2/56.3/87.0</td>
<td>55.0/57.1/87.3</td>
<td>55.9/58.0/87.6</td>
</tr>
<tr>
<td>60</td>
<td>54.2/56.4/88.0</td>
<td>55.0/57.3/88.2</td>
<td>55.8/58.0/88.3</td>
<td>56.4/58.5/88.5</td>
<td>57.0/59.0/88.7</td>
</tr>
<tr>
<td>70</td>
<td>55.1/57.2/88.3</td>
<td>55.9/57.9/88.4</td>
<td>56.5/58.6/88.6</td>
<td>57.1/59.1/88.7</td>
<td>57.7/59.7/88.9</td>
</tr>
<tr>
<td>80</td>
<td>55.3/57.4/88.5</td>
<td>56.0/58.0/88.7</td>
<td>56.6/58.6/88.8</td>
<td>57.2/59.0/88.9</td>
<td>57.8/59.5/89.1</td>
</tr>
<tr>
<td>90</td>
<td>56.0/58.0/89.0</td>
<td>56.7/58.4/89.2</td>
<td>57.3/59.0/89.3</td>
<td>57.9/59.5/89.4</td>
<td>58.5/60.0/89.5</td>
</tr>
</tbody>
</table>

From Table I, II and III, the observations can be made as  
follows:  
(1) Due to the three kinds of errors (i.e., quantization error,  
truncation error and rounding error) in JPEG compression and  
de compression procedure, the artifacts caused by the SD- 
JPEG compression are extensive. Difference JPEG 2-D arrays  
along four directions are used to enhance them. This is one  
reason why the proposed method can achieve good performance.  
(2) The larger the QF<sub>2</sub>−QF<sub>1</sub>, the higher the detection accuracy is. The reason for this is that the lower quality factor of the first JPEG compression will leave more traces of the compression history and the higher quality factor of the second JPEG compression will introduce less distortion to the image, which makes the traces left by the first compression easier to be detected.  
(3) For the same QF<sub>2</sub>−QF<sub>1</sub>, the detection accuracy increase dramatically with the increase of block size. It is because that all the approaches are based on different statistical models, larger image block results in better statistical performance.  
(4) Among all the three methods, the proposed method indeed outperforms the others especially when the image block size is small. The reasons are that the BACM-based method focuses on histogram in the spatial domain, which is the first order statistics. The ICA-based method measures the independency of BDCT coefficients by the objective function according to 64 different segmentation schemes. Note that the BACM-based and ICA-based methods will lead to the insufficient statistics when the image block size is small. The proposed method applies transition probability matrix to model the thresholded difference JPEG 2-D arrays, which is a kind of the second order statistics, so more information conducted by SD-JPEG compression can be caught by the proposed method than the BACM-based and ICA-based methods when the image block size is small.  
(5) The detection performance of the proposed method can be improved when QF<sub>1</sub> is larger than QF<sub>2</sub> with the increase of block size. The reason for this is that second order statistics of the global JPEG 2-D array lead to better statistical performance for larger block size. However, the detection performance of the BACM-based and ICA-based method is always close to the performance of random guessing (50%) when QF<sub>1</sub>−QF<sub>2</sub>.

B. Detection of Copy-paste Image Forgery  
Two examples of JPEG image forgery detection using the proposed method are shown in Fig.4 and 5. All the original images are come from the NRCS image database. The composite JPEG images are generated as described in Section II. Note that the quality factor QF<sub>1</sub> is unknown in most cases, but the quality factor QF<sub>2</sub> can be obtained easily via comparison of the current quantization table. Such problem can be solved by training an appropriate SVM classifier. In this experiment, \{QF<sub>1</sub>, QF<sub>2</sub>\} = \{50, 90\} and \{60, 90\} are investigated for Fig.4 and 5 respectively. In order to detect the following composite images, the quality factor QF<sub>1</sub> can be randomly chosen in the intervals [50, 90]. QF<sub>2</sub> is equal to 90. 1000 pairs of image blocks with the size 128×128 (i.e. 1000 SD-JPEG compressed blocks and 1000 single JPEG compressed blocks) are generated from the UCID database. SD-JPEG compressed blocks are generated with the quality factor QF<sub>1</sub>, QF<sub>2</sub> and random coordinate shifts. Single JPEG compressed blocks are generated only with the quality factor QF<sub>2</sub> and same coordinate shifts. Each pair of SD-JPEG compressed block and single JPEG compressed block have the same size and image contents for each bmp images. Half of them, i.e. 500 SD-JPEG compressed blocks and 500 single JPEG compressed blocks are randomly chosen to train the SVM classifier and others for testing. The classifier is selected to yield a 1% false positive rate (a single JPEG compressed block is incorrectly classified as a SD-JPEG compressed block). The trained classifier is applied to identify all the blocks of the following composite images. A median filter is used to further remove the isolated blocks which are falsely identified as the SD-JPEG compressed blocks. The detected tampered regions are masked in black as shown in Fig.4 (c) and 5 (c).

From Fig.4 and 5, we notice that the proposed method can detect and locate the tampered regions accurately. It should be pointed out that the proposed approach can detect and locate the tempered regions with the assumption that the first JPEG compression uses a lower quality factor than the second JPEG compression. It will fail when the first JPEG compression uses a higher quality factor than the second compression.
served as features to train the SVM classifier to discriminate the Markov random process, which characterizes the transition probability matrix, which is diagonal and minor diagonal. The transition probability arrays along four directions (i.e., horizontal, vertical, main diagonal and minor diagonal). The transition probability matrix, which characterizes the Markov random process, is used to model these thresholded difference JPEG 2-D arrays. All the elements of these transition probability matrices are served as features to train the SVM classifier to discriminate the SD-JPEG compression from the single JPEG compression. The experimental results have proved that the proposed method is more effective than the BACM-based and ICA-based methods especially when the image block size is small. We also performed experiments to detect and locate the tampered regions of two composite JPEG images. The results show that the proposed approach can detect and locate the tampered blocks accurately when the first JPEG compression uses a lower quality factor than the second JPEG compression. The future work is to focus on the theoretical analysis of the SD-JPEG compression, improving detection accuracy to make the proposed approach closer to practical application, and exploring new SD-JPEG compression detection schemes.
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