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Abstract—In this paper, we propose a real-time system to 

extract and track people’s facial features effectively. It can also 

resist rotation, scaling, and parallax of the image. When 

camera captures video frame, the proposed system can 

recognize where the face is, and then uses our Dynamic Radial 

Kernel to record and match facial features in each frame. 

After getting all the facial features from those frames, we can 

realize what the user’s movement is happening, such as face 

direction changing, face rotation, and depth changing, because 

every frame is in the same time sequence. At last, we map the 

2D coordinate to 3D space by perspective transform. The 

experimental result shows that the proposed method is 

successful. It can recognize human facial features in several 

environments robustly. In addition, we implement a human 

interface system using the proposed method to display an 

augmented reality (AR) application. In the future work, we 

will try to improve our algorithm of feature recording, 

matching, and make it suitable to any content of image.  

I.  INTRODUCTION 

A. Related Work 

In computer graphing, colors are described by RGB color 
model, but it is easily influenced by illumination [1]. If we 
want to analysis an image robustly, we have to overcome this 
situation first, so there have been several studies about color 
model conversion. NCC (Normalized Color Coordinates) 
[2][3] is a solution in general. It can separate the brightness 
from original color. Using YCbCr is another way. The 
advantage of YCbCr model is that it has a specific 
component Y to storage the brightness value, and the 
conversion between RGB and YCbCr is not too complex. 
Garcia and Tziritas [4] proposed a function to decide a color 
is a skin color or not. After that, YCbCr has been used in 
face detection and tracking very often [5][6][7]. However, 
HSV [8] describes colors by hue, saturation, and value, and it 
is more intuitional to the color sense of human. Thus HSV 
has better ability of correcting error derived from shadows. 
But the drawback is that the conversion between RGB and 
HSV is much more complex than others. 

On the other hand, before tracking a face, we have to 
know where the face is. Some studies use color-based 
algorithm to search faces. Soriano et al. [9] proposed a 

Nogatech camera skin locus. It makes us easily to find a skin 
region. Some studies use template-based algorithm, because 
everyone’s facial feature is arranged in the same regulation. 
The region of eyes will be darker, and the region of skin will 
be brighter. According to it, Viola et al. [10] proposed the 
integral image to find faces rapidly. 

At last, we need to extract facial features. Some 
researchers, such as He et al. [11] and Minagawa et al [12], 
proposed methods to locate facial features, but there is a 
restrict of them: the features may disappear when user turns 
or nods his head. Then, we think we have to find some 
robust facial feature to prevent this kind of problem. The 
Landmark Detector [13], the Most Likely-Landmark Locator 
(MLLL) [14], and the Viola-Jones detector [15] have shown 
that there are several strong features on our face like canthi, 
nostrils, and corners of mouth. These points may provide the 
best robustness of our feature matching and tracking. 

B. Our Goal 

We propose a new approach to record data of facial 
features, and it can match another image to find the most 
similar region. Our goal is to implement a system which uses 
our algorithm and satisfies the following requirements: 

 Working in real time 

 Get the features automatically 

 Rotation resistance when matching 

 Scaling resistance when matching 

 Parallax resistance when matching 

 Analysis user’s movement 

II. FACIAL FEATURES RECORDING 

A. Features Extracting 

In our system, what should be done first is to record 

user’s facial feature. Thus, we need to know where the 

features are. Here we use a method proposed by Minagawa 

et al. [12] which is shown in Fig. 1. It uses an edge detector 

to filter obvious edges on user’s face, and then extracts the 

positions of four canthi and two corners of mouth. These six 

feature points will be tracked in the following steps. 
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(a) Original image                         (b) After Sobel operator 

       
(c) Find four canthi        (d) Result of canthus extracting 

       
(e) Find two corners of mouth  (f) Result of mouth extracting 

Fig. 1.  Extract six facial features we need. 

B. Feature Recording 

Most of approaches for facial feature detecting assume 

that user is face to camera directly. It will cause a problem: 

if user turns or nods his face slightly, the features may 

disappear. Therefore, we propose a novel feature recording 

method to solve it. It is called Dynamic Radial Kernel 

(DRK). 

After getting a feature’s coordinate, we use the DRK to 

record pixels near the feature point. As its name, the 

structure of DRK is radial. It is characterized in Fig. 2: 

  
(a) A whole DRK.                           (b) One radiation of DRK. 

Fig. 2.  Structure of DRK. 

We can find some rules of DRK: there are totally N 

radiations with length R in a DRK marked in blue shown in 

Fig. 2(a). Each radiation records R/D pixels. The recorded 

pixels are marked in red shown in Fig. 2(b).Normally, we 

set the default value of N is 8, R is 14, and D is 2. Each 

pixel in DRK will be recorded its color information. Here 

we use the HSV color model to describe each pixel. 

Sometimes, because of the illumination around the user, 

there will be some shadow on user’s face, and it may bring 

errors when feature matching. HSV has good ability of 

correcting error derived from shadows. Color in different 

brightness will only affect its V value, so we just record the 

H and S value to prevent error shows up. In addition, we 

also need to record distance between each feature point. It 

helps our system to know what the scaling ratio is, and what 

the relative positions of each two feature points are.  

III. FACIAL FEATURES MATCHING 

Once DRK records nearing pixels’ color information as 

we mentioned above, it has ability to match up other video 

frames. The pseudo code shown in Fig. 3 summarizes the 

matching algorithm: 

Fig. 3.  Pseudo code of DRK feature matching. 

In the Find_Feature procedure, Img is the frame in 

processing, and its pixels described by HSV color model. 

After extracting a facial feature point, its coordinates will be 

recorded as well. The x and y will be stored in variance 

pre_x and pre_y. Then, we can define a detecting window 

according to the pre_x and pre_y. The variance z is the 

scaling ratio of face. If z increases, the detecting window 

gets bigger, and vice versa. All pixels in this window will be 

processed using the Matching function. The Matching 
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function Matching(x, y) 

    error←0 

    for n←0 to DRK.N-1 

        for p←0 to DRK.R / DRK.D 

            error←error+ 

Abs( DRK.color_info[n, p].H - 

Img[x+posx(n, p), y+ posy(n, p)].H )+ 

Abs( DRK.color_info [n, p].S - 

Img[x+posx(n, p), y+ posy(n, p)].S ) 

         end for 

    end for 

    return error 
end function 
 
procedure Find_Feature(pre_x, pre_y)  

    min_ error←∞ 

    for i← (Window_h-1) *z / -2 to (Window_h-1) *z / 2 

        for j←(Window_w-1) *z / -2 to (Window_w-1) *z / 2 

            this_error←Matching (pre_x+i, pre_y+j) 

            if this_error < min_error then 

                min_error←this_error 

                new_x←i 

                new_y←j 

            end if 

        end for 

    end for 

    pre_x←new_x 

    pre_y←new_y 

end procedure N0 



function computes the difference between each pixel and 

facial feature’s color information recorded in DRK. 

In the Matching function, we compare the original color 

information and the processing pixel’s nearing pixel. The 

difference will be computed in variance error, and returned 

to Find_Feature procedure. Therefore, the key point when 

matching is to know which pixel in the Img needs to be 

compared. In our algorithm, we propose two functions, posx 

and posy, to get the compared pixel’s coordinate. These two 

functions have two parameters n and p. n represents the nth 

radiation of DRK, and p represents the pth recorded pixel in 

the radiation. With the two parameters, the compared pixel’s 

coordinate can be computed using (1) and (2): 
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Variance N and D have been explained in Fig. 2. 

Variance z is the scaling ratio. DRK is dynamic, and it can 

adjust its size according to z. When the z value increases, 

the computed result is much bigger, and vice versa. 

Variance t is the degree of face tilting. If our system detects 

the face is rotating, the compared region can change as well. 

The computing of z and t will be discussed in next section. 

Fig. 4 characterizes the different DRKs: 

(a) DRK with t=0, z=1. (b) DRK with t=0, z=0.5. (c) DRK with t=20, z=1. 

Fig. 4.  Dynamic region. 

Every pixel in the detecting window computes its error 

from DRK. After all pixels are processed, the point with the 

smallest error is the new feature. The Find_Feature 

procedure will repeat six times to find six new feature points 

and replace the six original feature points, and then the 

matching is finished at this frame. 

IV. MOVEMENT ANALYSING 

Video is composed from a continuous image, so the 

contents of each image are continuous, too. According to 

these continuous data, we can simply analyzing user’s 

movement. We define three kinds of movements, and they 

will be explained in the following paragraph. 

A. Face Closing or Leaving 

When user closes to camera, user’s face must get bigger, 

and vice versa. Therefore, if the distances of each feature 

points become bigger or smaller at the same time and the 

same ratio, we define this phenomenon is closing or leaving. 

In our system, we use the two outer canthi to compute 

scaling ratio. At first, after extracting the facial features, it 

records the distance between outer canthi as a reference 

distance D1, and when it is tracking, it records the distance 

between tracked outer canthi as current distance D2. Then 

the scaling ratio is D2 / D1. The ratio also determines the 

variance z which we computed in section III. Fig. 5 

characterizes this movement: 

 
Fig. 5.  The scaling rate is simply computed from D2 / D1. The green 

points represent the tracked canthis. 

B. Head Tilting 

In general case, the four canthi on human face are 

arranged in a straight line. The slope of this line defines the 

degree of tilting, and it also determines the variance t in 

section III. Fig. 6 characterizes this movement: 

 
(a) No tilting                           (b) Tilt t degrees 

Fig. 6.  The slope of canthal line determines the tilting angle. The four 

canthi are marked as green points. 

C. Head Shaking 

 Assume that human head is a sphere, the facial features 

are points on the surface of this sphere. According to sine 

and cosine function, we understand a phenomenon that the 

ratio of length of left eye to length of right eye changes with 

the rotation angle of user’s head. Fig. 7 is a top view, and it 

characterizes this movement: 

 

Fig. 7.  The ratio changes when user’s head shakes. 

t° 

D1 D2 



V. EXPERIMENTAL RESULT 

Our prototype system uses a stand-alone PC with 1.96GB 

RAM and 2.66 GHz CPU. The captured device is Microsoft 

Webcam, its captured frame format is 320x240, and frame 

rate is 30 frames per second. This resolution is not high, but 

it is high enough to tracking facial features in mostly 

situations. However, if the degree of rotation is too high, 

DRK can’t match features accurately. 

In the results, we have successfully demonstrated that the 

system can track user’s facial features under various 

movements and environments. Besides, our system has 

additional ability to compute a 3D rendering using OpenGL. 

It generates a pair of glasses 3D model on user’s face, and 

its position and direction change with user’s movement. It 

means our system becomes a useful Human Machine 

Interface (HMI) to help people wearing a virtual facial 

decoration like glasses. 

     
(a) Basic type              (b) AR result of basic type 

     
(c) Tilting                  (d) AR result of tilting 

     
(e) Closing               (f) AR result of closing 

     
(g) Leaving                 (h) AR result of leaving 

     
(i) Head Shaking         (j) AR result of head shaking 

Fig. 8.  Experimental results. (a)(c)(e)(g)(i) show the results of matching 

marked in green point, and the DRK is demonstrated in the upper left 
corner. (b)(d)(f)(h)(j) are the AR results. 

VI. CONCLUSION 

In this paper, we implement a real-time system which can 

record human facial features, and search the most similar 

region in another frame using our DRK. Most of the face 

tracking approaches can only track face when user is facing 

to camera directly. To overcome this problem, DRK 

provides a flexible structure to optimize matching region in 

each frame. Through analyzing user’s movement, we can 

compute what is the most suitable structure of DRK in a 

specific frame. It increases the accuracy of our system. At 

last, we build an HMI system to generate a virtual 

decoration on user’s face to prove our algorithm is accurate 

enough, and the costing is pretty low. 

The DRK matching is still under development. We are 

still improving this approach. In the feature extracting step, 

we use Minagawa’s method. It still has some restricts. We 

are still trying to design a new method to prevent these 

restricts. On the other hand, DRK is now only used in 

human face image, so the other further effort is trying to use 

the DRK in other content. To achieve this purpose, we may 

need to adjust the structure or matching algorithm of DRK. 

It will make our approach more useful and flexible. 
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