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Abstract—Visual attention is one of the most important 

mechanism of HVS  (human visual system) and has been applied 

into many fields. Research on visual attention model is hot and 

difficult. This paper presents a novel visual attention model for 

video based on NMFSCP (non-negative matrix factorization 
sparseness on parts). Saliency map of this model is generated by 

utilizing four types of visual attention features such as intensity, 

color, orientation and motion. Motion feature of video key frame 

is extracted by the NMFCP (Non-negative matrix factorization 

sparseness on parts) algorithm. Intensity, color and orientation 
features were obtained by the Itti visual attention model. Four 

features are combined with unequal linear coefficients according 

to the ratio of motion block in video frame. Simulation result 

shows the efficiency of proposed model. 

I. INTRODUCTION 

With the rapid development of science and technology, 

intelligent processing is the important direction in application 

of military, industry and consumer etc. HVS (Human Visual 

System) p lays an important role in  our life and is researched 

to imitate the mind mechanis m to realize intelligent system by 

establishing the mathemat ics model. As one of main content s 

of HVS, visual attention is taken more and more 

concentration in applicat ion of image compression, image 

retrieval, video analysis etc.   

There are two types of Visual attention computation 

model, first one is Bottom-Up model based data driven which 

is low-level visual perception, second is Top-Down model 

which is high-level v isual perception. At the beginning, visual 

attention model aimed  at the static image, in v isual attention 

model saliency map is used to interpret the saliency of visual 

region. Saliency map was proposed firstly by Koch and 

Ullman at 1985[1]. Their model fused the image features of 

color, intensity and orientation into saliency map, taking 

advantage of mechanism with inhabitation of return and 

WTA(Winner Take All).1998 Itti[2] proposed a classical 

Bottom-Up model based the model of Koch and Ullman 

adapted to nature image computation. Researchers proposed 

many models for static image and video processing based on 

Itti model. Zhang Longfei[3] presented a novel computable 

visual attention model for v ideo skimming algorithm, this 

model adopted the alive-time of a visual objects as a new 

descriptor to improve the accuracy of locating h ighlight in  a 

video clip, it used attention window(AW) and attention values 

of visual objects(AOs) to generate the attention curve of video. 

The algorithm can short 15%~25% t ime than traditional way.  

Junyong You[4] proposed to evaluate video quality by 

balancing two quality components: global quality and local 

quality using image quality metrics(IQM) with average 

spatiotemporal pooling, Saliency ,motion and contrast 

informat ion are taken into account in modeling visual 

attention. The video quality modeling algorithm can improved 

the performance of image quality metrics on video quality 

assessment compared to the normal average spatiotemporal 

pooling scheme. Zhang Hua[5] proposed a distortions -

weighing spatiotemporal v isual attention model for the 

purpose of extracting the attention regions from distorted 

videos. Experimental result show that the model can not only 

accurately analyze the spatiotemporal saliency based on the 

intensity, texture and motion features but also able to estimate 

the blockiness of d istortions in comparing with Walther‟s and  

You‟s models [6][7] . 

Although all of the models for video mentioned above can 

get the saliency map of v ideo frame, but they didn‟t consider 

accuracy of motion informat ion extracted and real time 

capability of system processing. So we proposed a novel 

visual attention model based on NMFSCP algorithm for video.               

NMFSCP algorithm is described to extract the motion feature 

of video key frame  in Section II and III. We will give the 

dataflow and structure of visual attention model of this paper 

in section IV. Simulat ion result will be section V. We will 

talk about the feature work in section VI. 

II. NON-NEGATIVE MATRIX FACTORIZATION BASED ON 

SPARSENESS CONSTRAINT   

A. Introduction of non-negative matrix factorization(NMF) 

NMF has become increasingly popular for feature 

extraction in machine learn ing, computer vision, and signal 

processing. One reason for this popularity is that NMF codes 

naturally favor sparse, parts-based representation which in the 

context of recognition can be more robust that non-sparse, 

global features. NMF can factorize the signal into the 

weighted linear sum of group of base signals, and v ideo 

frames can be considered the weighted linear sum of static 

part and motion part. In common, static part is non-sparse and 

motion part  is sparse, so motion part can be extracted with  

NMF method. Here, we present a method of NMF sparseness 

constraint on parts, namely making sparseness constraint on 
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part base vector of base matrix. This method can ext ract the 

motion informat ion of video effectively.  

 

 

B. Model of NMFSCP 

Sparseness matrix denotes that most elements of matrix 

are zero or near zero, we use a sparseness measure based on 

the relationship between the L1 norm and the L2 norm: 
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Where n is the d imensionality of vector y [8]. Th is 

function evaluates to unity if and only if y contains only a 

single non-zero component, and takes a value of zero if and 

only if all components are equal(up to signs), interpolating 

smoothly between the two ext remes. 

Algorithm of NMFSCP can be described as optimization 

problem with constraint: given non-negative matrix
a bB R 

 , 

solute a matrix of basis functions 
m rW R 

 and coefficient 

matrix
r bH R 

 , where r  is the size of basis vector.|| ||FB  

is the Frobenius norm for matrix B :
2 2|| ||

ijF

ij
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define the NMFSCP problem as follows: 
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where
ix is the 

thi column of matrix W , iS is size of 

sparseness expected, z is the number of vector which is added 

by sparseness constraint. 

Rule iteration of Basis matrix W  can be described as 

algorithm: 

1. Init ialize W and H to random positive matrices  

2. Pro ject each column of  W to be non-negative, have 

unchanged L2 norm, but L1 norm set to achieve desired 

sparseness.  

 iL x ;  

where  iL x  denote operator of nonlinear projection[8]. 

3. Iterate   

 i. Set : ( ) T

wW W WH B H    

ii. Make the each element of W to be non-negative,  

 , 0

0 ,
ij ij
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W if W
W
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iii. Pro ject  each column of W to be non-negative , 

have unchanged L2 norm, but L1 norm set to achieve desired 

sparseness.                             

 

Rule iteration of coefficient matrix H  can be described as 

formula (5): 
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III. EXTRACTION OF VIDEO MOTION FEATURE 

Supposed that there are V frames with M N  

resolution and the motion of video is continuous in video, we 

make sure one destination frame to be extracted every L  

frames, so we regard all between two destination frame as 

group of video(GOV). Then each frame of GOV is expanded 

by column as a column of matrix B , column size of B is 

M N  and row size is L , so three-dimensional video is 

transformed into two-dimensional non-negative Matrix. Then  

we use the algorithm of NMFSCP to factorize the matrix B, 

assume the factorization d imension of B is r  and we just 

only give any of 1r   base vectors to add the sparseness 

constraint, so base vector  1,2, , 1x i r i
 with sparseness 

constraint added to factorizat ion result represent the motion  

feature of video [8]. We can get motion feature of destination 

frame use formula (6): 
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Here, , 1i lH   is weighted coefficient of key frame 

corresponding base vector by xi
 . 

Fig.1 (a), (b), (c), show the original image and ext racted 

motion feature of 16
th

, 26
th

 and 36
th

 frame in video using the 

NMFSCP. We can draw a conclusion that NMFSCP can  

extract the motion feature of v ideo accurately.  

 

 
 

Fig.1 (a) original image and motion feature of 16
th 

frame 

 



 

 

 
 

Fig.1 (b) original image and motion feature of 26
th 

frame 

 
 

Fig.1 (c) original image and motion feature of 36
th

frame 

IV. VISUAL ATTENTION MODEL PROPOSED THIS PAPER 

This paper presents a visual attention model for video 

based NMFSCP algorithm and Itti static visual attention 

model. Fig.2 shows the structure and dataflow of attention 

model proposed by this paper. 
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Fig.2 structure and flowchart of visual attention model proposed by this paper 

 

There are three main parts to be processed video data in 

this model and there are p rocessed parallel.  

 

 (1)Extract the static image feature of each frame with  

intensity, color and orientation by Itti‟s model of 1998 so we 

can obtain the saliency maps of intensity, color and  

orientation  by I ,C , O after normalization of Itti‟s model. 

 
  

(2)Motion feature of video is extracted by the NMFSCP 

algorithm and we can obtain the motion feature image, then 

using Itti‟s normalization function we obtain the saliency map  

of motion feature by M  . 

 

(3)Motion estimat ion algorithm of PMVFAST[9] is used 

to calculate weighted coefficient of linear combination. Block 

of 8*8 p ixels is considered as base unit of motion estimation.  

Alphabet K  denotes the number of b lock of video frame.  

The value of K can be obtained easily by formula (8). 

 

   
8 8

M N
K





                  (8) 

 

Next we statistic the ratio of MV of motion feature area 

extracted by NMFSCP in all b lock of frame, shown as: 
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x yMV MV MV  , xMV and yMV  are the motion  

vectors of frame block in row and column d irection  

respectively. 

 

Last saliency map of video can  be output with formula 

(10). It expressed that the bigger motion area and the faster 

motion velocity are, the larger coefficient M  is, motion part 

of video will stand out, this result obey the principle of HVS  

that human can focus on the motion object with high speed , 

and it verified the efficiency of our visual attention model.  
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V. SIMULATION RESULT  

Simulation environment is as follow: input video is 

hall_qcif.yuv, resolution of v ideo is 176*144 and fps is 25fps, 

total is 150 frames. Experiments take one key frame every 10 

frames beginning from 6
th

 frame. We give our experiment 

result, there are Saliency Maps and tracing image of 16
th

, 26
th

 

and 36
th

 frame in Fig.3 (a), (b), (c).Saliency map of key frame 

show the motion feature of whole image, with the moving of 

man in v ideo saliency map change the position of conspicuity, 

but take effect of color, intensity and orientation into 

consideration, saliency map still include the static image 

element factor, our visual attention model did  not reflect the 

motion feature purely. Tracing image is gotten by analyzing 

the saliency map to obtain the mot ion area. Experiment results 

show that our model g ive the good motion feature of video 

and tracing result.  

 

  
 

Fig.3 (a) Saliency Map and tracing result of 16
th

frame 

 

 
 

Fig.3 (b) Saliency Map and tracing result of 26
th

frame 

 
 

Fig.3 (c) Saliency Map and tracing result of 36
th

frame 

 

 

 

 

VI. CONCLUSIONS 

This paper presents a novel visual attention model for video  

based on NMFSCP. Four types of visual attention features 

used in the paper are intensity, color, orientation and motion. 

Motion feature of video key frame was extracted by algorithm 

of NMFCP. Intensity, color and orientation features were 

gotten by the Itti visual attention model. Motion vectors are 

calculated by PMVFAST of motion estimation algorithm and  

utilized to obtain the weighted coefficient of linear 

combination. Four features were combined with unequal 

linear efficient according to the ratio of motion block of 

motion  feature in  video frame. Experiments result of motion  

feature extracting, saliency map generation and tracing image 

shows the efficiency of our model. In the future we try to 

utilize incremental non-negative matrix factorization to speed 

the mot ion feature extract ing to improve real-time capability  

of algorithm and we will try to apply our visual attention 

model into video tracing and image recognition.  
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