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Abstract—We study a system identification algorithm for an the adaptive algorithm. The observed eghois derived from
acoustic echo canceller. In research for system identification, a Eqg. (1) by utilizing the output signahy, = [hg, ..., hx_ N 1]
fast Ho, filter (FHF) has already been developed. However, the ; _ - T
FHF has calculation duplications and cannot finish processing in and the impulse responsg. = [z (1), .., zx(N)]".
real-time with a long filter length. To overcome these problems,
we propose an expanded FHF toward the optimum frequency

domain for reducing the processing time. Evaluation experiments The symbolk denotes the discrete time indeX, denotes the

of acoustic echo canceling indicate that the expanded FHF is .
faster than the conventional FHF. The experimental results also length of the impulse response, and denotes the observed

indicated that the expanded FHF with restart could suppress the Noise. The estima?gd. value of the Obsell’ved ephis deriAved
acoustic echo more than the conventional FHF. from Eq. (2) by utilizing the estimated impulse respoige

yr = hpxp+op € R D)

|. INTRODUCTION O = hpxe € R. (2)

The echo canceller is one of the typical applications gfe acoustic echo canceller estimates the unknown impulse
system identification. For example, system identification I2sponsex;, and the observed echg. After the estimation, it

utilized as an acoustic echo canceller for realizing Comfortatgﬁppresses an acoustic echo by subtracting the estimated echo
communication in hands-free telephones, video conferenﬁefrom the observed echg,.

systems, and so on. As for system identification with high-
speed convergence, di., filter [1], [2] has already been Ill. FAST H,, FILTER FOR CONVENTIONAL ACOUSTIC
developed. However, its computational complexity becomes ECHO CANCELLER

intractable as the size of the state vector grows larger. Torhe fastH filter(FHF)[3], [4] can be recursively per-
overcome this problem, a fadi,, Filter (FHF) [3], [4] formed as foITgws. ’

for reducing the computational complexity has already beenigiay ] Take the initial conditions for the recursions as,
developed. FHF is conventionally utilized in the time do-

main. The FHF updates the estimated values at one time Ko =0nx2,A_1 =0nx1,5-1 =1/eo,

for one sample and has duplications that are unnecessary for
an estimation of an unknown system. Therefore, real-time
processing is difficult with a long filter length. To overcomdhe symbole, denotes a sufficiently large positive number,
these problems, we developed an expanded FHF toward &§lOx s denotes theV x M zero matrix.

optimum frequency domain for realizing real-time processing, [Step 1] DetermineA; andS;. recursively as,

and we aim to reduce the number of update times based on

D_; =0nx1,%X0 = Onx1.

P — 2x1
frame processing in the frequency domain. The proposed FHF € = ¢+ CpAka 6~§R N1 ©)
omits the duplications of conventional FHF and expands the A = Ap —KpyWee € RTT, 4)
conventional time-domain FHF to frequency-domain FHF. e = cp+CrA, e R¥Y 5)
T ~
[I. SYSTEM IDENTIFICATION AND ACOUSTIC ECHO Sk = pSk-1+e Wie € R, (6)

CANCELLER where

In this section, a model of a signal treated in this paper is hy, 1 0
described to facilitate understanding of the following sectiorCr = { hy, } € RN W, = [ 0 —y-2 } € jR2*2,
System identification is the decision of the relation between
input and output for the unknown system. An impulse responaad ¢, € R2*! is the first row ofCy.1 = [ck, ..., Ck—N+1),
is generally used for representing the parameter of the wssuming that,_; = 024, for £ — i < 0. In addition, v
known system. The system identification is realized by estienotes the admissible errer(> 1) and p is the forgetting
mating the coefficient of the impulse response on the basisfattor(p = 1 — y~2).



[Step 2] CalculateK, as, Step 0 is exactly the same as that of the FHF in Section III.
[Step 1] DetermineA; and Sy recursively as,

o [ S, tel
Kk — k ©L 3 :| c §R(N+1)X2. (7)
| Kk +ArS; el hy = [ ho-ni1] € RN, (15)
[Step 3] PartitionK, as, ér = hp+hp 1A 1 €R, (16)
5 i A = Apq— pKiép € RV (17)
_ my Nx2 1x2 ’
Ki = L 1k } e € RS e € RS (8) e, = hy+h, 1AL eR, (18)
[Step 4] DetermineD; and then obtain the filter gain Sk = p(Sk—1+exér) €N (19)
;(S&Hl at next time index + 1 through the gain matri¥; [Step 2] Calculatek, as,
' —1
M = cp-n + CppDyoy € R¥, 9 K, = Sy ek 1 e RINFLX1 - (20)
K. + Ak-Sk er
D, = [Dr—1 — mp W] c Rx1 (10)
[T — 1 Wi ’ [Step 3] PartitionK, as,
Kiy1 = my — Dy € RV, (11) 5 m, Nl
~ _ X
KkJrl(i) = pKk+1(:L'7 1)77/ =1.,N (12) K = |: i :| ymy € R Uk € K. (21)
Kopir = Ij’““ e pixL (13) [Step 4] DetermineD; and then obtain the filter gain
P+ *h 1 Kiia K 141 at next time index + 1 through the gain matri¥y
[Step 5] Update the filter equatiaky, ., as, as,
Xep1 = X+ Ko (Y1 — hepike) € RV (14) M = hp—y +hyDyp_; € R, (22)
[Step 6] Increase time index (k — k+1), and return to D, — Dp—1 — pmyne e VX1, (23)
Step 1. 1 — pperni
The FHF gradually becomes unstable by continuous updat- Kiy1 = my — Dy, € RV (24)
ing. Therefore, the FHF with restart that regularly i_ni_tializes Kiyr = pKigr (25)
the parameters has already been developed for realizing stable Ko
system identification[5]. The FHF can be recursively per- Ksrr1 = + € RV, (26)

_92 ro
formed at the computational complexity 8f V) per iteration. Pty 1 Ky
However, the FHF has duplications that are unnecessary for §Step 5] Update the filter equatiaky, 1 as,
calculation ofx; becauseC,, is constructed by the same rows

N ~ A Nx1
[hy, hy]T. In addition, real-time processing is difficult when Xpe1 = X+ Koppa (e —hexe) € RT.(27)
filter length V" is long. [Step 6] Increase time indek (i — k- 1), and return to
IV. EXPANDED FASTH, FILTER TOWARD OPTIMUM Step 1.

FREQUENCY DOMAIN FOR PROPOSED METHOD ! . :
_ ) ) i : . B. Expanded fadil, filter toward optimum frequency domain
The FHF is conventionally realized in the time domairg,, proposed method

Therefore, estimated impulse respomseis updated once per
sample. We expand the time-domain FHF to frequency-domain
FHF for realizing real-time processing, and we aim to redu
the number of update times based on the frame processing i
the frequency domain. However, frequency-domain expansion K,
is difficult because the conventional FHF has to operate several
matrices. Therefore, we represent the FHF that consists of

only vector operations by omitting the duplications of the [step 1] Determined;,(w) and Sy (w) recursively as,
conventional FHF. After that, we expand the FHF to the

Expanded fast,, filter toward the optimum frequency
main can be represented as follows.
[Step 0] Take the initial conditions for the recursions as,

=0nx1, A1 =0nx1,8-1 = 1nx1/e0,

D_; =0nx1,%0 = Onx1-

frequency domain. Hy = DFT[hg, ., hk—n+1], (28)
A. The omission of the duplication in fadt, filter e(w) = Hp(w) + Hp1(w)Ap-1(w), (29)
The fastH, filter(FHF) without duplications based df,, Aew) = Ap-r(w) = pEr(w)erw), (30)
that is constructed by same rouis;, h;|7 in Section Il can er(w) = Hi(w)+ Hi—1(w)Ag(w), (31)
be represented as follows. Sk(w) = p(Sp_1(w) + ex(w)ér(w)). (32)
[Step 0] Take the initial conditions for the recursions as, )

The symbolH;, = [Hy(1), ..., Hr(IN)] denotes the far-end sig-

Ko =0nx1,A_1 = O0nx1,5 1 = 1/eo, nal in the frequency domain; denotes the discrete frequency

D_1 =0xnx1,%X0 =0nx1. index, and DFT denotes the discrete Fourier transform.



TABLE |

[Step 2] Camumté{k(‘*’) as, EXPERIMENTAL CONDITIONS
g S (w)eg(w) }
Ki(w) = 4 - - (33) ~end signals | Speech (mal
k( ) { Kk(w) +Ak(w)Sk l(w)ek(w) Far-end signals Wﬁﬁgcnogéae, Japanese sentence),
L Impulse response | Japanese-style (Tatami-floored) room
[Step 3] PartitionKy(w) as, (Tigo) = 0.4 [sec])
( ) Filter length NV 8192 [sample]
7 _ mg(w Frame shiftn 4096 [sample]
K (w) { i (w) } (34) Admissible errory | 100
Sampling frequency| 24 [kHz]
[Step 4] DetermineDy(w), and then obtain the filter gain Quantization 16 [bif]
K r+1(w) at next time indext + 1 through the gain matrix Signal length | 12 [sec] (288000 [sample])
Kj11(w) as,
nx(w) = Hp_1(w)+ Hi(w)Dg—1(w), (35) —— Far-end signal ' — Acoustic echo
Dy — . X
Dk((ﬂ) _ k 1(60) Pmk(w)nk(w) (36) 05
1= ppugs (W) (w) s s
Kiy1(w) = my(w) — Dy(w)pr(w), @7 = T
Kppi(w) = pKpi(w), (38) "
Kpp1(w
Kopri(w) = —— k@l gg) \
p+ kal(W)Kk+1(w) o T o 2 U R
[Step 5] Update the filter equatioiy 1 (w) as, (a) Far-end signal. (b) Observed signal.
Y DFT[y y ] (40) Fig. 1. Time waveforms (speech signal).
k - ky s Yk—N+1]5
Ew) = Yy(w)— Hy(w)z(w), (41)
Tp1(w) = Tp(w) + Ks g1 (w) E(w). (42)  we employed Echo Return Loss Enhancement(ERLE) for
Y, = [Yi(1), ..., Yi(N)] denotes the observed signal in th€valuating the performance of echo suppression. It is derived
frequency domain. from Eq. (43).
[Step 6] Increase time indek (k — k + n), and return Zi_wm 2
to Step 1. The symbal denotes the frame shift length. ERLE, = 10l0910ﬁ- (43)
By frame processing in the frequency domain, the proposed i=k (Y~ 8i)
method much reduced the execution time. The symboly; denotes the observed signgl, denotes the

estimated value of the observed sigpal £ denotes discrete
time index, andm denotes the frame length for calculating
A. Experimental Conditions ERLE(in this paper,m = 2400 samples). We also used
Stlri'te Estimation Performance of Impulse Response(EPIR) for
£ygluating the estimation performance of impulse response. It
jgderived from Eq. (44).

V. EXPERIMENTS

We carried out the suppression experiment of an acou
echo for evaluating the performance of echo suppression
the execution time. First, an unknown impulse response wa

estimated based on the conventional FHF in the time domain Z{\il 22
and the proposed FHF in the frequency domain from the EPIRy = 10logio—x—— — - (44)
far-end signal and the observed signal with acoustic echo. 2= (%0 — &)

Then, the estimated echo was designed from the far-end sighlaé symbolz; denotes the true value of the impulse response,
and the estimated impulse response. After that, the obsenigddenotes the estimated value of the impulse response, and
acoustic echo was suppressed by subtracting the estimatédienotes the filter length. We carried out the evaluation ex-
echo from the observed signal. Table | shows the experimergariments for four methods: the conventional FHF in the time
conditions. Figures 1(a) and (b) show the time waveforms dbmain without restart(TD-FHF w/o restart), the FHF in the
the far-end speech signal and its observed signal with acousitise domain with restart(TD-FHF w/ restart)[5], the expanded
echo. Figures 2(a) and (b) show the Fourier spectrografdF in the frequency domain without restart (FD-FHF w/o
of the far-end speech signal and its observed signal witbstart), and the expanded FHF in the frequency domain with
acoustic echo. As for the time waveform of Fig. 1(b), theestart(FD-FHF w/ restart). The restart is executed once per
impulse response was intentionally changed six seconds la#96 samples(0.17 [sec]).

A delay of 24 samples was inserted six seconds later. We used i

a laptop PC for the evaluation with Core-i5 2.67 GHz cp§- Experimental Results

and 4 Gbytes of memory. The conventional and the proposedrable Il shows the execution times of the conventional FHF
methods were implemented with Matlab. in the time domain and the proposed FHF in the frequency
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TABLE Il o 0s
EXECUTION TIMES 3 2
TD-FHF (conventional method)] 147.0 [sec] |
FD-FHF (proposed method) | 0.4 [sec] o 03
T 2 4 3 8 10 12 R 2 4 6 8 10 12
Time [sec] Time [sec]
(c) FD-FHF w/o restart. (d) FD-FHF w/ restart.

domain. The proposed method could reduce the calculation . _ _ _
time by 99.7 % in comparison with the conventional method. Fig. 3. Time waveforms for residual echo (speech signal).

Figures 3(a) - (d) show the time waveforms for residual
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echo with speech signal. Figures 4(a) - (d) show the Four
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spectrograms for residual echo with speech signal. Figure m
shows the ERLE for all methods with speech signal. The_o
results show that the suppression performance of the acot 54:"::
echo improves with the restart. In particular, the suppress &,
performances after changing impulse response improve in ~zm
conventional and the proposed method with the restart. Th 1w

results show that the proposed method with the restart co *

[ap] 2om04
[ap] 19804

Time [sec]

suppress the acoustic echo more than others. The results fO(a) TD-FHF w/o restart. (b) TD-FHF w/ restart.
residual echo and ERLE with the white noise show a simil~-

tendency to the results of the speech signal. Figures 6 ¢ ,,, = " o0 "
shows the EPIR for all methods with speech signal. The - A "
results showed that both methods without the restart co 2 - INER " s
accurately estimate the unknown impulse response compé ;" - : N "2
to those methods with the restart. The results of EPIR for {=,.. 5 5= IV 0=
white noise showed a similar tendency to that of the spee wnfS -z -8 &= | W B
signal. All the results indicate that the proposed FHF in tl o 2 TR I — =

4 6
Time [sec] Time [sec]

frequency domain with the restart could suppress the acoustc
echo in real-time much more than the conventional methods. (¢) FD-FHF wo restart. (d) FD-FHF w/ restart.
Fig. 4. Spectrograms for residual echo (speech signal).

C. Discussion

The expanded FHF without restart improves the EPIR, but VI. CONCLUSION
the expanded FHF with restart improves the ERLE. These
facts mean that the estimation performance for the impulseln this paper, we proposed the expanded fHst fil-
response in the expanded FHF without restart is insufficietér toward the optimum frequency domain for realizing an
It is caused by degrading of the correlation between tlaoustic echo canceller with real-time processing. Evaluation
far-end signal and the observed acoustic echo based on d¢lperiments of acoustic echo canceling indicated that the
frame processing. Also, the expanded FHF with restart cowddpanded FHF is faster than the conventional FHF. In addition,
suppress an acoustic echo by changing the impulse respotise.expanded FHF with restart could suppress the acoustic
Therefore, the expanded FHF with restart converges the filewho more than the other methods. However, the expanded
coefficients for canceling an acoustic echo in each processkgF with restart does not always estimate an unknown system.
frame. In other words, the expanded FHF with restart does rotfuture work, we will try to solve the problem of degrading
always estimate an unknown system. of the correlation between the far-end signal and the observed
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acoustic echo based on frame processing.
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