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Abstract—In the paper, we proposed a gender recognition 

scheme based on multi-model information fusion. The proposed 

gender recognition scheme is composed of four parts: face 

detection and rectification, eye detection, feature extraction, and 

gender classifier. To evaluate the proposed scheme, a large 

number of images containing different-size faces are captured by 

using low-cost webcam. Experimental results show that our 

proposed scheme can detect facial regions as well as eyes well. In 

addition, the accuracy of our gender recognition scheme is more 

than 95%. These results demonstrate that our proposed scheme 

can achieve not only face and eye detection but also gender 

recognition.  

I. INTRODUCTION 

So far, gender recognition has been interesting in many 

application fields such as smart human identification, human 

computer interface, facial expression recognition, emotion 

repression, and age estimation. For example, a gender 

recognition system can provide customers’ gender 

information and adaptively play suitable advertisements. 

There are currently several kinds of gender recognition 

methods. The gender recognition methods can be classified 

into four classes: gait-based [9], face-based [10],[13],14], 

hand-based [11], and voice-based [12]. This means that there 

is not a unique or generic solution to the gender recognition 

problem. 

As we know, there is a variety of information in human 

faces and the information shown in faces can indicate social 

interactions among people. Each person can process a face in 

some ways to not only discern who it is but also categorize 

demographic characteristics, e.g., gender, age, and ethnicity. 

This means that the face is an important biometric feature of 

human beings. This is why we aim at developing a face-based 

gender recognition scheme. 

There are some face-based gender recognition methods 

[10],[13],14]. For example, Hadid et al. [14] extracts features 

from whole face by LBP (local binary pattern) operator. They 

first scaled face image into 3 difference resolutions: 20×20, 

40×40 and 60×60 pixels. Then, they extracted features based 

on original LBP operator and VLBP (volume local binary 

pattern) operator in local region of sizes from 10×10 to 20×20 

pixels. However, most of gender recognition methods process 

images with controlled lighting condition and non-textured 

background. In real environments, e.g., surveillance videos, 

the resolution of images captured from mobile phone and 

surveillance system may not be high. It is expected that the 

information in faces obtained from low-resolution images 

may not be easily analyzed for gender recognition. 

As mentioned above, it motives us to develop a face-based 

gender recognition scheme to deal with low-resolution 

uncontrolled images. The remainder of this paper is organized 

as follows. Section II describes the proposed gender 

recognition system. Section III shows experimental results. 

Section IV draws some conclusions. 

II. P  G  R  

Figure 1 illustrates the block diagram of our proposed 

gender recognition scheme, which is composed of face 

detection and rectification, eye detection, feature extraction, 

and gender classifier.  

The first step of gender recognition is face detection. Since 

each face may not be upright in images, it is necessary to 

rectify each detected face for improving the accuracy of 

gender recognition. In many applications such as face 

recognition and emotion expression, eyes are one of the most 

important parts in face images. To improve the accuracy of 

face detection and gender recognition, we develop an eye 

detection algorithm. To effectively achieve gender 

recognition, we select some useful features combined with a 

classifier. To effectively fuse these features, a gender 

classifier based on multi-model information fusion is 

developed. 
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Fig. 1 Block diagram of proposed gender recognition scheme 

 

A. Face detection and rectification 

Since face detection can provide a rough output, most 

gender recognition methods think of the detected patches as 

desired facial regions. However, the performance of gender 

recognition is limited to the accuracy of face detection and 

rectification. 
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On one hand, some faces in images may not be upright, 

features may not be extracted from important parts of faces. 

On the other hand, since the light may not be uniform in 

images, this situation makes feature extraction difficult. 

Therefore, face rectification and lighting adjustment are 

necessary in the proposed scheme before feature extraction. 

To detect facial regions, a face detector using Haar-like 

features trained by Adaboost algorithm [1] is adopted. To 

remove some errors of face detection, the information of eyes 

is also used. We will introduce eye detection later. 

To make faces upright, a symmetric property of a face is 

used to rectify a rotated face image. Since SSIM (structure 

similarity index) [3] can measure the structural similarity of 

two images, we use SSIM as a measurement to evaluate the 

structural similarity of a face image. It is expected that SSIM 

should be large when a frontal face image is upright. Then, 

for a face region 
iR , its rotation angle 

iR  can be obtained as  

    30,...,30 ,maxarg 


ii RR S ,                (1) 

where 
iRS  is the value of SSIM for 

iR . After obtaining 
iR , 

we can rotate the face image to be upright. 

To reduce the impact of lighting conditions on gender 

recognition, a lighting adjustment algorithm [2] is used. In [2], 

since the perception of human beings is nonlinear for the light, 

the pixel values should be adjusted by using a nonlinear 

function. This means that pixel values in a dark region 

increase and pixel values in a bright region decrease. 

After face rectification and lighting adjustment, each 

processed face region is also normalized into a rectangle one 

with 100100 pixels. 

B. Eye detection 

After rectifying faces, we develop a feature-based eye 

detection algorithm. In the feature-based eye detection 

algorithm, texture features based on LBP [4] is calculated as 

inputs of a SVM (support vector machine) classifier.  

In Section II.A, normalized face images are obtained after 

face detection, face rectification, and lighting adjustment. For 

a normalized face image, the steps of eye detection are 

described as follows:  

(1) Compute the LBP features at one pixel of a search area. 

(2) Determine whether this pixel is within an eye by using 

a trained SVM classifier. If yes, an array EA adds by 

one, i.e.,     1,,  yxAyxA EE . 

(3) Repeat Steps (1) and (2) until each pixel in the search 

area is tested. 

(4) Find the locations of the peaks in EA  as the locations 

of eyes. 

After detecting eyes, the information of detected eyes is 

used to eliminate some errors of face detection. As we know, 

the probability that there exists a face is high when there are 

two detected eyes in a face region.  

C. Feature extraction 

After obtaining the locations of eyes and internal face, we 

adopt three kinds of features for gender recognition. In 

addition, according to [6], internal face and eyes are the 

important part of a face. The features extracted from internal 

face and eyes should be useful for gender recognition. In 

addition, the hair information is also a useful feature to 

distinguish women from men. Therefore, the three kinds of 

features are adopted in the paper.  

To obtain the internal face for feature extraction, we need 

to exclude or eliminate hairs from a facial region as possible. 

According to the locations of eyes, a central zone of a face 

region can be obtained and then a dominant color is first 

measured from the central zone. Based on the measured 

dominant color, an internal face can be obtained. Figure 2 

illustrates an example of internal face.  

 

 
Fig. 2  An illustration of internal face 

 

The adopted features in the proposed scheme are 

summarized as follows. First, we extract texture features from 

eyes by using local binary pattern (LBP) [4]. Second, we 

extract texture features from internal face by using Law’s 

mask [5]. In the paper, 8 Law’s masks are adopted.  

The last feature is computed from hairs. Since the internal 

face can be found, the hair information can be extracted from 

two sides beside the internal face. The hair information beside 

the internal face for male persons is often different from that 

for female persons. 

D. Gender classifier 

Since the three kinds of features are extracted from 

different parts of a facial image, features in each class have 

their particular properties. Then it is necessary to fuse these 

kinds of features to make the gender classifier better. In 

addition, gender recognition can be considered as a binary 

classification problem. Therefore, a multiple-sensor fusion 

method [7],[8] based on minimizing a Bayesian risk can be 

used to fuse the three kinds of features here. Figure 3 illustrate 

the proposed gender classifier based on multi-mode 

information fusion. 

Consider a binary hypothesis testing problem with two 

hypothesis 
0H  and 

1H . Their priori probabilities are defined 

as   00 PHP   and   11 PHP  , where 110  PP . Assume that 

observations at individual sensors are statistically independent. 

The conditional probabilities are defined as  
ji HxP , 

i=1, …,
SN , j=0,1, where 

SN  represents the number of sensors. 

The local decision of each sensor is expressed as  










declared is  if1

declared is  if1

1

0

H

H
ci

.                          (2) 

The probabilities of false alarm (FA) 

(    10 HxPHxP ii  ,
0Hxi ) and missing rate (MR) 

(    10 HxPHxP ii  ,
1Hxi ) for each sensor are denoted by 



iFP  and 
iMP , respectively. 

iFP  and 
iMP  can be estimated from 

training data. After processing the observations locally, the 

local decisions ic ’s are transmitted to the data fusion center. 

Then, based on the Bayesian criterion, the fused decision C 

can be expressed as 

   






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


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c
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According to Eq. (3), the fused result is a weighted sum of 

local decisions. As we can see in Eq. (4), the weights of 

sensors, i ’s, are calculated from 
iFP  and 

iMP . This means 

that i  is related to the discriminating power of the sensor. 

As shown in Fig. 3, different classifiers are used for 

features in different classes. Features from eyes and internal 

face are combined with SVM classifiers and the hair 

information is combined with a Bayesian classifier. The final 

decision can be obtained by fusing the results of three 

individual classifiers. 
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Fig. 3  An illustration of gender classifier based on multi-

mode information fusion 

III. E  R  

To evaluate the performance of our proposed scheme, we 

use a low-cost webcam to obtain an image database where the 

size of each image is 320×240 pixels for testing. In this 

database, there are 510 frontal images where there are 270 

and 240 images for male and female, respectively. In these 

images, the sizes of faces are from 65×65 to 177×177 pixels. 

In addition, there are several expressions in these images and 

the background is not simple and fixed in these test images. 

Figure 4 shows some test images. As shown in Fig. 4, the 

light is not fixed and the background is not non-textured. 

A. Face detection and rectification 

We first evaluate the performance of face detection and 

rectification in the proposed scheme. Table I lists the result of 

face detection. As shown in Table I, compared with [1], our 

proposed scheme can eliminate many false alarms and only 

few missing rates increase. The result shows that our scheme 

can provide a better performance of face detection compared 

with [1].  

Figure 5 shows two examples of face rectification. As we 

can see in Fig. 5, two rotated images can be rectified to be 

upright. To evaluate our proposed scheme, 510 face images 

are tested and only 6 face images fail. The result shows that 

the proposed scheme can rectify a rotated image well. It is 

expected that the impact of face rotation on gender 

recognition can be reduced effectively. 

 

   
(a) 

   
(b) 

Fig. 4  Some test images: (a) male, (b) female 

 

   
(a) 

   
(b) 

Fig. 5  Examples of face rectification: (a) 10 degree rotated, 

(b) -12 degree rotated. 

 

Table I.  Results of face detection 

 Total faces # of MR # of FA 

[1] 510 4 64 

Proposed 510 10 41 

 

B. Eye detection 

Figure 6 shows the result of eye detection and each black 

rectangle window indicates a detected eye. As we can see in 

Fig. 6, each eye can be localized well by the proposed eye 

detector. In addition, to evaluate the accuracy of eye detection, 

a metric is defined as follows: 
























E

i

ii

N

i E

EE

E

U
N 1

5.0

~
1

 ,                     (5) 

where  xU  is unit step function (   1xU  for 0x  and 

  0xU  for 0x ); 
EN  is the number of eyes; 

iE  and 
iE

~  

denote the true and detected areas of eyes, respectively;  
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represents the logical AND operator. For all of detected faces 

in test images, the value of   for our eye detector is equal to 

1. Therefore, the results demonstrate that the proposed eye 

detection function well. 

 

        
Fig. 6  Examples of eye detection 

C. Gender classifier 

As shown in Fig. 3, three kinds of features are extracted as 

inputs of three individual classifiers. Each classifier is learned 

by a trained image set. Based on multi-model information 

fusion, we can obtain the final result. From Table II, the 

accuracy is 95.2% for all detected faces. The result 

demonstrates that our proposed scheme can function well for 

low-resolution images.  

 

Table II.  The accuracy of gender recognition.  

 Male Female Accuracy 

Proposed 248/266 228/234 95.20% 

 

We also capture some images with multiple persons. Figure 

7 shows the result of gender recognition for our proposed 

scheme when there are several persons in an image. As we 

can see in Fig. 7, male and female persons can be correctly 

identified.  

 

    
                         (a)                                        (b) 

Fig. 7 Results of gender recognition for multiple-person 

images 

IV. C  

In the paper, we proposed a gender recognition scheme 

based on multi-model information fusion. The proposed 

gender recognition scheme is composed of four parts: face 

detection and rectification, eye detection, feature extraction, 

and gender classifier. The face detection and rectification part 

is used to detect and rectify faces for improving the 

performance of gender recognition. The eye detection part can 

not only localize the eyes for feature extraction but also 

improve the performance of face detection. Three kinds of 

features from eyes, internal face, and hairs are adopted and 

combined with a gender classifier based on multi-model 

information fusion. 

To evaluate the proposed scheme, a large number of images 

containing different-size faces are captured by using low-cost 

webcam. Experimental results show that our proposed scheme 

can detect facial regions as well as eyes well. In addition, the 

accuracy of the proposed gender recognition scheme is more 

than 95%. These results demonstrate that our proposed 

scheme can achieve not only face and eye detection but also 

gender recognition. 
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