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Abstract—In this paper, we evaluate the performance of several
state-of-the-art objective measures in terms of predicting speech
intelligibility in Mandarin of the processed noisy signals by
speech enhancement algorithms. The speech signals were first
corrupted by three types of noises at two signal-to-noise ratios,
followed by four classes of speech enhancement algorithms. The
objective intelligibility prediction measures were then performed.
The subjective intelligibility ratings were obtained by performing
a comprehensive investigation of the unprocessed noisy signals
and the processed signals by various single-channel noise reduc-
tion algorithms through listening tests. Based on the subjective
intelligibility scores, in this paper, we focus on examining the
capability of objective intelligibility prediction measures using
the correlation analysis and the standard deviation of error. The
analysis results reported in this paper do provide valuable hints
for analyzing and optimizing noise-reduction algorithms.

I. I NTRODUCTION

In everyday listening environments, speech signals are often
corrupted by various kinds of background noise. In past
several decades, many studies on speech perception in noise
demonstrated that speech recognition in noise is much lower
than that in quiet [1]. In order to deal with the effects of
background noise and facilitate speech recognition in noise,
a variety of single-channel noise-reduction algorithms have
already been reported in the past decades [2]. Performance
of these noise-reduction algorithms are generally examined in
terms of speech quality and/or speech intelligibility. The most
accurate evaluation approach for speech quality/intelligibility
is through subjective listening tests. Although the subjective
evaluation is normally accurate, it is costly and time consum-
ing. Therefore, much effort has been placed on developing
objective measures that were designed to be able to predict
speech quality and/or speech intelligibility as accurate as pos-
sible [3], [4]. Among the researches in objective evaluations,
most works were carried out in developing objective speech
quality measures for the signal in noisy conditions, and few
work on objective speech intelligibility prediction.

Concerning the researches on objective speech intelligibility
prediction conducted in the past decades, the articulation index
(AI) [5] and speech transmission index (STI) [6] were the most
commonly used for predicting speech intelligibility in noisy
and reverberant environments. By incorporating the factors
used in the computation of STI, such as, relative importance
of various frequencies to speech intelligibility and spread of
masking, AI measure has been further evolved to speech
intelligibility index (SII) [7]. Though these objective measures

were reported to correlate well with the subjective intelligibil-
ity ratings by human but are rather limited to linear systems,
and quite low correlated with the processed speech signal
after non-linear processing, such as speech enhancement. In
recent years, therefore, increased interests have been focused
primarily on objectively predicting speech intelligibility of
signals, especially processed by speech enhancement (non-
linear processing) algorithms [8], [9], [10].

Liu et al. assessed the capability of a variety of objective
speech quality measures in predicting speech intelligibility in
the context of additive noises as well as degradations intro-
duced by speech enhancement algorithms [8]. Their evaluation
results showed that most quality measures correlated poorly
with speech intelligibility especially when non-linear speech
enhancement algorithms were concerned/invovled. Maet al.
comprehensively examined the performance of traditional as
well as newly presented objective measures in terms of predict-
ing speech intelligibility in realistic noisy conditions [9]. They
showed that most of objective measures provide poor ability
in predicting speech intelligibility, among others, the modified
CSII and NCM measures were found to perform the best for
speech intelligibility prediction in noise. Taalet al. evaluated
five objective intelligibility measures in terms of predicting
the difference in intelligibility before and after two single-
channel noise reduction processing. It was found that only
the short-time objective intelligibility measure (STOI) that the
authors proposed gave relatively good intelligibility prediction
performance, and other objective measures overestimated the
intelligibility scores [10].

The studies on objective speech intelligibility prediction
mentioned above were mainly performed using western lan-
guage (e.g., English) speech materials. The field of linguis-
tics, however, suggests that different languages are generally
characterized by diverse specific features at the acoustic and
phonetic levels due to their distinctive production manner,
perceptual mechanism, and syllable and syntax structure [11].
Mandarin is a tonal language and differs from the non-tonal
language (e.g., English) in that different tones are used to
express the lexical meaning of words. The four lexical tones
in Mandarin are characterized by their patterns in fundamental
frequency (F0) variation during voiced segments of speech.
In contrast, the F0 contour in English is used primarily to
emphasize or express emotion and convey intonation, among
others, and thus contributes little to speech intelligibility. This
difference of different languages, in our previous research,
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were extensively examined in terms of intelligibility of speech
signals processed by various of single-channel speech en-
hancement algorithms [12], [13].

Following our previous research [12], [13], in this paper, we
focus on investigation of the capability of objective measures
in predicting Mandarin Chinese intelligibility after single-
channel noise reduction processing. Specifically, we first report
on the subjective evaluation of four major classes of single-
channel noise-reduction algorithms, including subspace-based,
statistical-model-based, spectral subtractive, and Wiener-type
algorithms, in terms of Mandarin speech intelligibility under
three different types of noise at two signal-to-noise ratio (SNR)
levels. Subsequently, nine objective intelligibility prediction
measures to be tested in this paper are reviewed. Finally,
the main focus is paid to the correlation analysis between
subjective and objective evaluation results, followed by the
general discussions.

II. SUBJECTIVE EVALUATIONS

A. Subjects

Ten native Mandarin speakers (five females and five males)
with normal hearing, aged from 23–31 years old, participated
in our experiment. They were paid for their participations.

B. Materials

The syllable tables for articulation test reported by Maet al.
was adopted as the speech materials, which has been the
national standard (GB/T15508-1995) [14]. This set of test ma-
terials consists of 10 syllable tables, each of which contains 75
PB Mandarin syllables with CV(Consonant-Vowel) structure.
In each table every three syllables are combined randomly to
form unmeaning sentences with the format “Theith sentence is
word1, word2, word3”. Thus every table can produce enough
lists consisting of 25 unmeaning sentences to fulfil general
tests. The sentence lists were recorded in a sound-treated booth
at a sampling rate of 16 kHz and stored in a 16-bit format, and
then down-sampled to 8 kHz before presented to the listeners.

C. Signal processing

The clean and noise signals were processed by the IRS
filter to simulate the receiving frequency characteristics of
telephone handsets. Then the noise signals were added to
the clean speech at 0 dB and 5 dB SNRs respectively. We
selected three types of background noise: white noise, babble
noise and car noise. The noisy signals were enhanced by five
representative one-channel speech enhancement algorithms,
namely KLT, logMMSE, logMMSE-SPU, MB and Wiener-as,
which cover the current four major classes of noise reduction.
The implementations of these algorithms are derived from [2].

D. Procedure

The noisy and enhanced signals were presented to the
subjects at a comfortable level through TDH-39 headphone
and Madsen Iteral II audio meter in a sound-treated booth.
All subjects went through a training procedure to be familiar
with the testing environment. In the formal test there were 36
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Fig. 1. Mean correct syllable scores for five enhancement algorithms under
three types of background noises with two SNR levels.

listening conditions, including 3 types of background noises
(white noise, babble noise and car noise)× 2 SNR levels
(0 dB and 5 dB)× 6 enhancement types (noisy reference
and five noise reduction algorithms). Every subject would
listen to 900 (25× 36) unmeaning short sentences. All the
listening conditions were divided into three sessions according
to the background noise type, and in each listening session the
sentences were presented to the subjects in a random order.
Listeners were asked to write down the key words that she or
he heard in every sentence as many as possible.

E. Results

Figure 1 shows the mean syllable scores across ten sub-
jects for five enhancement algorithms under three background
noises at two SNR levels. From this figure, it is clear that at
the most cases the Mandarin speech intelligibility is decreased
by the speech enhancement process compared with the un-
processed speech. The negative effects of noise reduction on
Mandarin speech intelligibility can be ascertained. Especially
for logMMSE-SPU, at various listening conditions it always
gives a severe damage for the Mandarin speech intelligibility.
Only the Wiener-as algorithm can maintain the intelligibility
to a large extent and even make a slight improvement under
white noises at 5 dB SNR. In terms of the overall performance,
logMMSE algorithm ranks the second since its performance
can be comparable to the unprocessed speech at white noises
and car noises.

III. O BJECTIVE INTELLIGIBILITY PREDICTION MEASURES

Based on the researches on objective intelligibility predic-
tion measures that previously reported in [9], [10], in this
paper, in total eight different objective intelligibility measures
are included in our evaluations. These are all a function of the



clean and the unprocessed/processed signal. All the objective
intelligibility measures to be involved in the evaluations are
briefly reviewed in what follows.

Coherence SII(CSII), which used the SII index as the
base measure and replaced the SNR term with the signal-
to-distortion ratio term, was computed using the coherence
between the input and output signals [15]. Though an earlier
study reported the CSII predicts an incorrect intelligibility
improvement due to noise reduction in English [9], no ex-
amination has been conducted with various noise-reduction
algorithms in Mandarin Chinese. Moreover, the mid-level
CSII, CSIIm, which ranges from the overall rms level to 10
dB below, is also used for comparison [15].

The normalized covariance metric (NCM) was first pre-
sented by Hollubeet al. [16]. Based on the covariance between
the input and output envelope signals, the NCM was computed
as a weighted sum of transmission index (TI) determined from
the envelops of the input and output signals in each frequency
band. It was reported that the NCM measure provided the high
correlation for predicting sentence recognition [16].

The coherence-based measure (COH) is computed by divid-
ing the clean and processed signals in a number of overlapping
windowed segments, computing the cross power spectrum for
each segment using the FFT, and then averaging across all
segments. In our study, the MSC values averaged across all
frequency bins was used as the objective measure. The COH
objective measure demonstrated the relatively high correlation
with the subjective recognition scores [9].

The frequency-weighted segmental SNR (fwSNRseg) was
computed as first multiplying the spectra with overlapping
Gaussian-shaped windows and summing up the weighted
spectra within each band, the derived spectra are used for
segmental SNR calculation in each frames, which is subse-
quently weighted by a weighting function that is considered
as the magnitude spectrum of the clean signal raised to a
power [9]. Of the conventional subjective quality measures,
the fwSNRseg measure performed modestly well in terms of
predicting both quality and intelligibility [9], [10].

The objective intelligibility measure,I3, was defined as a
combination of the three CSII values (in the low, middle and
high regions) followed by a logistic function transformation
was subsequently used to model the intelligibility [9]. TheI3
measure produced the highest correlation for consonants and
sentence materials [9].

Based on the similarity between the time-varying spectral
envelopes of target speech and system output, Boldtet al. pre-
sented the normalized subband envelope correlation (NSEC)
which is defined as the correlation between the time-frequency
representations of the target (reference) and the output of the
time-frequency processing (e.g., noise-reduction) algorithm,
after being normalized with Frobenius norm of the energy
envelopes of the target signal and the system output [17].

A short-time objective intelligibility measure (STOI) is
presented based on the correlation between temporal envelopes
of the clean and degraded speech in short-time segments [10],
[19]. Experimental results show that STOI is beneficial to take

segment lengths of this order into account, and that STOI
has high correlation with the speech intelligibility for three
different listening tests.

IV. RESULTS AND DISCUSSIONS

Two figures of merit were used to assess the performance
of the above objective measures in terms of predicting speech
intelligibility. The first figure of merit was Pearson’s corre-
lation coefficient,r, and the second figure of merit was an
estimate of the standard deviation of the error computed as
σe = σd

√
(1− r2), where σd is the standard deviation of

the speech recognition scores in a given condition, andσe

is the computed standard deviation of the error. A higherr
indicates that the objective measure is better at predicting
speech intelligibility, while forσe, lower values represent
better results.

The scatter plots of subjective rating scores against the
examined objective measures are shown in Fig. 2, where
their corresponding figures of merit are indicated at the top
of each plot. Fig. 2 shows that objective measures do not
directly predict an absolute intelligibility score but instead
some monotonic relationship is present between the objective
scores and the subjective recognition results from the listening
experiments. More specifically, Fig. 2 indicates that of the
eight objective measures tested, the STOI measure yielded the
highest correlation (r=0.90) and the lowest standard deviation
(σe = 5.84) in terms of predicting speech intelligibility,
followed by the NCM measure (r = 0.82, σe = 7.65) and the
NSEC measure (r=0.81, σe =7.93). The lowest performance
in objective intelligibility prediction was given by the COH
measure characterized by the low correlation and the high
standard deviation (r=0.49, σe =11.75).

In comparison with the results reported in previous stud-
ies [9], [10], [18] in which western language corpus were
normally used. In line with the result in [10], of several
tested objective measures, the STOI measure demonstrated the
best ability in predicting speech intelligibility even after non-
linear noise-reduction processing. The study in [9] demon-
strated that the I3 measure provided the quite high ability in
predicting speech intelligibility. In contrast, the results in our
investigations showed that the I3 measure is less effective in
speech intelligibility prediction, which is characterized by the
relatively low correlation (r = 0.79) and the high deviation
(σe = 8.42). Moreover, the NCM measure in our evaluations
showed the very good speech intelligibility prediction ability,
while it did not in the previous study [9]. The factors resulting
in these differences are unknown and worthy to be further
studied in the future.

V. CONCLUSIONS

In this paper, eight objective measures are evaluated in
order to predict the speech intelligibility after non-linear
noise-reduction processing. Five typical single-channel noise-
reduction algorithms are considered and applied to babble and
car noises at 0 and 5 dBs. Of all measures, the STOI measure
provides highest correlation between objective prediction and
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Fig. 2. Scatter plots of subjective scores against the tested objective measures in six conditions (unprocessed and processed by five single-
channel noise-reduction algorithms), along with their linear regression results (solid line). The objective measures examined include CSII,
COH, CSIIw, fwSNRseg, I3, NCM, NSEC and STOI. At the top of each plot, the correlation coefficient (r) and the standard deviation of
the prediction error (σe) is denoted.

subjective listening scores, which corresponds to the highest
ability in predicting speech intelligibility. This makes STOI a
potential candidate for analysis and/or optimization of single-
channel noise-reduction algorithms. The difference in speech
intelligibility prediction ability between English(in [9]) and
Mandarin (in this paper) is worthy to be further studied. The
possible integration of language-specific cues in the calcula-
tion of objective speech intelligibility prediction is also quite
promising to focus on in the near future.
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