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Fig. 1 Map a Peking Opera facial makeup onto a human face with different expressions. 

Abstract— We present a new image deformation method for 

mapping Peking opera facial makeup onto a human face with 

time varying expressions in a video sequence as shown in Fig. 1. 

In the mapping, the organs of the facial makeup, such like eyes, 

mouth, are aligned with that of the human face tightly.  At the 

same time, the shape of artistic patterns of the facial makeup is 

well preserved.  We use a video and a facial makeup image in 

vector format as input, first we define a set of points on the 

boundary of organs of the facial makeup as the feature points, as 

well as their correspondences on the human face in the first 

frame of the video.  We track the set of points on the human face 

using active appearance models (AAM) algorithm [11] to get 

their corresponding points on each video frame. For each video 

frame, with the feature points as the control points, we use mov-

ing least squares method to map the facial makeup onto the hu-

man face.  Compared with the other methods, the organs in the 

facial makeup and the human face are more tightly aligned and 

the shape of the patterns on the facial makeup is better pre-

served in our method.  

I. INTRODUCTION 

Peking opera facial makeup is an artistic color painting on 

some male characters’ faces in Peking opera.  There are 15 

basic facial patterns and over 1000 specific variations, and 

each is unique to a specific character.  The patterns of the 

facial makeup, with flowing curves and vivid coloring, are 

said to reveal personality of character.  In this paper, taking a 

facial makeup as an image, we propose a method to cover the 

facial makeup on a real human face in a video sequence.  The 

facial makeup will adhere to the face when the face moving or 

showing various expressions.  When wearing the facial ma-

keup in the video, the human is required to show his/her eyes 

and mouth movement.  To do this, we must make the facial 

makeup image hollow in the position of eyes and mouth, and 

align the hollow regions with the respective facial organs of 
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the human face in the video.  Furthermore, the shape of pat-

terns of the facial makeup must be preserved as well as possi-

ble when doing the mapping.  Fig. 1 shows several screen-

shots of a video in which the human face is covered with a 

facial makeup by the proposed method in this paper. 

To do the facial makeup mapping on the real human faces, 

there are two key problems to be solved.  One is to track the 

real human face locations in each frame of the video and the 

positions of facial organs on the face.  The other one is to 

deform the facial makeup image to be consistent with the hu-

man face.  In this paper, we use AAM algorithm to do face 

feature points tracking.  For mapping the facial makeup image 

onto a real human face, it’s an image deformation related 

technique that generates a smooth transition from one shape 

to another.  Here we use moving least square method to de-

form the facial makeup image to match the shape of real hu-

man face frame by frame in the video. 

The work on image deformation is abounding.  Free form 

deformation (FFD) [10] is a popular technique.  Cai et al. use 

FFD technique to generate various expressions of Peking op-

era facial makeup [2] and use FFD to map Peking opera facial 

makeup onto a 3D mesh face [3].  FFD enables deformation 

of objects by manipulating the control points.  However, with 

FFD, it is difficult to control the shape of object under com-

plicated deformation, especially for the deformed objects 

must align some features as required in the problem discussed 

in this paper. 

Barycentric coordinate and its variations are widely used in 

image deformation.  Floater first introduced the concept of 

mean value coordinates (MVC) [6] that is derived from the 

mean value theorem for harmonic functions.  The coordinates 

initially are useful for convex polygons deformation and fur-

ther generalized to non-convex polygons [5].  Green coordi-

nates (GC), introduced by Lipman [13], is used to space de-

formation with shape-preserving property.  However, neither 

MVC nor GC has acceptable performance on non-simple po-

lygon deformation, as demonstrated in the experimental sec-

tion of this paper.  Schaefer et al. [9] introduced the moving 
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least squares (MLS) method for image deformation, and in [4]  

Schaefer further pointed out that moving least squares coordi-

nate is actually a member of barycentric coordinates family. 

The MLS can be applied to any deformation of 2D polygons, 

easy to implement, and has linear precision for open polygons. 

In this paper, based on the moving least squares technique, 

we design a facial makeup deformation method.  The advan-

tage of our method is the good alignments of facial organs 

between the facial makeup and the real human face in the 

video, and the good shape preserving of facial makeup pat-

terns. 

II. ALGORITHM AND IMPLEMENTATION 

A. Outline of the algorithm 

Input: A SVG format image [12] of a Peking opera facial 

makeup and a video in which there is a human face with time 

varying expressions; 

Output: the video in which the human face covered with the 

given Peking opera facial makeup. 

Begin 

Step 1: Read the SVG file and extract a set of boundary 

points P of all the patterns’ curves; 

Step 2: Define a set of feature points on facial makeup, 

denote the set of points by S, for each point pi in S, define 

its corresponding point qi on the human face, we denote all 

corresponding points of pi in S as T;  

Step  3: For each frame of the video 

  begin 

Step  3.1: Track the new position of point qi in T; 

Step 3.2: Using MLS, to make each pi as close as 

possible to its corresponding point qi, we get a si-

milarity transformation f;  

Step 3.3: Applying the transformation f on each 

points of P, we get a new set of boundary points P’; 

Step 3.4: Redraw the curve using the new set of 

boundary points P’ and fill the regions with respec-

tive color; 

 end;  

End. 

B. The structure of the facial makeup 

The facial makeup of Peking opera comprises a face region 

and many artistic elements drawn on the face region in differ-

ent colors.  We call each element a pattern. As shown in Fig. 

3 (a), the face region is the whole region that encloses all the 

patterns except for two ears; some patterns, which being on or 

around brow, eye, nose, mouth or cheek, are drawn on the 

face region.  Each pattern can have one outer boundary and 

one or more inner boundaries, as shown in Fig. 2 (a).  The 

patterns on the facial makeup have relative position with each 

other.  The outer or inner boundary of each pattern comprises 

of several smooth curves, which can be represented by a con-

sequence of Bezier curve segments, so does the contour curve 

of the face region. We call the boundary between two patterns 

boundary curves.  All boundary curves as well as the contour 

curve of the face region in one facial makeup are stored their 

control points of Bezier curves in a SVG format file. 

 
(a)                               (b) 

Fig. 2 (a) Pattern of facial makeup and its boundary curve, 

(b) Boundary points of a pattern. 

For each Bezier curve segment, using the method in [8], we 

adaptively subdivide it into a consequence of line segments. 

By connecting all the line segments extracted from boundaries 

of a pattern respectively and then filling the polygon we could 

redraw the pattern accurately, as shown in Fig. 2 (b).  The end 

points of the connected line segments on the outer (or inner) 

boundary are called boundary points.  We use the boundary 

points as input to control the deformation of the pattern, 

which will be discussed in Section II (D). 

C. Tracking the feature points on the human face 

Given a facial makeup and a video sequence, first we com-

pute the feature points of organs on the human face in the first 

frame of the video by AAM algorithm, as shown in Fig. 3(a). 

Then we manually define their corresponding points on the 

facial makeup as shown in Fig. 3 (b).  We use totally 44 

points, including 24 points on the face contour, 4 points 

around each eye contour and 12 points on the lip. We call all 

the 44 points feature points. 

To align the organs on human face and that on the facial 

makeup, we need to track the feature points on the human 

face in each frame of the video.  We use AAM (active appear-

ance model) algorithm to track the new positions of the fea-

ture points on human face in each frame.  However, the AAM 

method can only track the distinguished feature points on the 

face robustly, but fail to track the feature points around the 

forehead on the contour of the face region due to the obstacle 

of the hair. 

To solve the problem, considering that when the head mov-

ing or when the human having dynamic expressions, both the 

contour of the face and the tip of nose almost doing rigid-

body motion, we use a simple method to estimate the posi-

tions of the feature points around the forehead and get a good 

result.  Denote the feature point to be estimated as gi,j and 

denote the tip of nose as ti, where i=1...n is the ordinal num-

ber of frames of the video, j=1…m is the ordinal number of 

feature points around the forehead.  First we mark the feature 

points on forehead manually and measure all the displacement 

vectors d1,j=g1,j-t1 in the first frame, then for frames with i>1, 

gi,j=ti+di,j.  Fig. 3 (c) shows 3 frames in which the feature 

points on human’s forehead are automatically estimated by 

our method. 

D. The computation of transformations using MLS  

In this part we introduce how to use the two sets of feature 

points to compute a transformation for mapping the facial 

makeup onto a human face. 

Let S, T be the set of feature points of the facial makeup 

and of the human face in one frame respectively, with pi of S 

corresponding to qi of T, i=1...n. According to Levin et al. [1] 
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Fig. 3 Control points on facial makeup and face. 

proposed moving least squares model, there is a deformation 

function  f  for each image pixel v making the formula  
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the minimum value, where    and    are pixel coordinates of 

feature points.    is the weight with the form    
 

        
 . 

Obviously, when v approaches to feature point   ,    ap-

proaches to infinity, we define         ; if      , then we 

have            .  It has been proved that the deforma-

tion function  f  is smooth everywhere. 

Generally, deformation function f(x) is consisted of two 

parts: a linear transformation matrix M and a translation trans-

formation matrix N, i.e. 

         .                             (2) 

Put the above equation into (1) then we have  

                                        (3) 

where    
      

    
 ,    
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Substitute N in (3) into (2), we get a general form of de-

formation function: 

               .                      (4) 

Thus the Moving Least Squares of (1) can be rewritten as 

                                            (5) 

where           ,          . 

In general, matrix M can be a common affine matrix.  Here 

since people have similar shape of facial organs and the 

layout of the organs on face also has a certain pattern.  Then 

when the matrix M is a similarity transformation, we got the 

best result of deformation of the facial makeup. 

To use similarity transformation, we constrain the matrix M 

to have the property that         for some scalar  .  If M 

is a block matrix of the form             , where        

are column vectors of length 2. Then when   
      

    
   and   

     , M is a similarity transformation matrix. 

This restriction means that      
 , where   is a vector 

operator such that   ，      ，   .  So the minimization 

problem of (5) becomes to find out column vector    to mi-

nimize the following formula 
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Hence the transformation matrix M is in following form: 
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where               
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Then deformation function f  has the form as  

             
 

  
      .                   (9) 

In this equation, both    and    merely rely on   , v of the 

facial makeup, we compute them in advance before deform-

ing the facial makeup frame by frame, this improves the time 

performance a lot. 

The MLS method allows us aligning the feature points on 

the facial makeup and those feature points on the human face. 

Moreover, similarity MLS deformation keeps the angles of 

the deformed pattern, allows uniform scaling, and thus is a 

kind of shape preserving transformation. 

III. EXPERIMENTAL COMPARISIONS 

In this part, we compare our results with the methods of 

MVC and GC, and show more experimental results for map-

ping different facial makeup to different human faces. 

For feature point tracking, we build the AAM model by the 

tools am_tools_win_v3 downloaded from Tim Cootes’s web 

site of Manchester and IMM Face Database [7] is used to be 

our training set.  All the experiments are implemented on PC 

with Intel(R) Core 2 Duo CPU, 2.33GHz, 2G Memory.  Table 

1 shows the time performance of our method. 

Fig. 4 shows different results by MVC, GC and our pro-

posed method respectively.  From Fig. 4 (a) we know that 

MVC method doesn’t align the organs well and cannot pre-

serve the shape of pattern, contours of the facial makeup are 

not smooth.  GC transformation is a conformal deformation, 

but when the polygon formed by feature points is not a simple 

polygon; the positions of organs are not registered.  The pro-

posed method in this paper has overcome these shortcomings 

and gets better result as shown in Fig. 4 (c). 

Fig. 5 and Fig. 6 show more examples implemented by the 

proposed method in the paper. 

IV. CONCLUSION 

We present a method for mapping Peking opera facial ma-

keup on a real human face in the video using image deforma-

tion techniques.  Using vector format facial makeup reduces 

the use of storage memory, achieves a smooth effect of artis- 
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Fig. 4 (a) Mapping result using MVC, (b) Mapping result using GC,   
(c) Deformation result using proposed method. 



 

 

 
Fig. 5 More results of our method 

 
Fig. 6 Results with different facial masks of one person 

TABLE 1: RUNNING TIME OF DEFORMATION 

 

Video 
Facial 

Makeup 

Tim Coote’s 
(s/f) 

Qingxiang Wang’s 
(s/f) 

Yu Liu’s 
(s/f) 

Erdun Dou 8.55 8.55 8.51 

Yan Wei 8.21 8.23 8.19 

Han Wu 3.41 3.34 3.34 

GoldEye Monk 8.58 8.70 8.67 

Biao Liu 7.90 7.97 7.98 

Yu Xiang 11.52 11.67 11.65 

Chenghei Wu 13.47 12.51 12.47 

 
 

tic elements in the facial makeup, and reduces the amount of 

computation.  Compared with previous methods, using Mov-

ing Least Square transformation ensures our method align the 

organs of facial makeup with the motion human face, and 

preserves the shape of facial makeup patterns’ very well. 

Since we use AAM algorithm to get the feature points on 

human face, there are some limitations derived from AAM 

algorithm about feature tracking problem, such like when the 

human face not facing front very well.  Another problem is 

the facial makeup coherence between two consequent frames. 

Since the tracked feature points of the two frames may have 

perturbations on the human face, this will make the mapped 

facial makeup has a little motion on the face between two 

frames.  The third problem is how to get real time perfor-

mance.  All these could be the future work of the method. 
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