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Abstract—In this paper, a two-stage super resolution method 
that combines the multi-frame and example-based methods is 
proposed. Traditionally, the multi-frame super resolution 
method only utilizes the continuity prior and complementary 
information among the low-resolution(LR) images with sub-pixel 
misalignment. While the example-based method digs the prior 
from abundant training images, but performs low ability to 
process the severe blurring image. So in our paper, firstly, the 
sequence is processed by the traditional fast and robust super 
resolution method to enhance the definition. Then, in the second 
stage, the high-resolution feature (HRF)/high-resolution(HR) 
dictionary pairs is prepared. The near-high-resolution image 
acquired in the former stage is split into overlapped patches, 
then sparse coded to the HRF dictionary, and linear combined 
with the HR dictionary atoms. The experiments on the synthetic 
and real image sequence prove that the proposed method 
outstands from the other methods. 

I. INTRODUCTION 

Super resolution (SR) image reconstruction is a very active 
research area currently. This technology leads to a probability 
of acquiring the high-quality images using the low-cost rather 
than the expensive and high-definition image sensors, which 
overcomes the frequency limitation declared by the Nyquist 
theorem[1]. During the degradation from a high-resolution 
(HR) image to low-resolution (LR) images, a mass of details 
or high-frequency information is lost. Therefore the super 
resolution process is an extremely ill-posed inverse problem 
and many methods are developed to constrain the solution. 

These methods solve two kinds of problems: multi-
frame/sequence super resolution and single image super 
resolution. 

In the multi-frame/sequence SR case, LR images with sub-
pixel misalignment are utilized. It is a basic assumption that 
the HR could generate the identical LR images during the 
same degradation described by the motion and blur parameter. 
On this assumption the conventional Maximum Likelihood 
(ML) method is developed and then interpreted in the 
Maximum a Posteriori (MAP) framework by adding the prior 
regularization such as Tikhonov[2], Huber MRF[3], and Total 
Variation[4-5]. The main purpose of the regularization term is 
to distinguish the useful high-frequency component from the 
noise component for better results. These methods are called 
reconstruction-based methods which reconstruct the HR 
image by fusing the complementary information in LR images. 

The single image SR problem is even more ill-posed due to 
the image number and zoom factor limitation. Conventionally 

simple interpolation methods are used as Bilinear and Bicubic 
interpolation as well as the subsequent New Edge Directed 
Interpolation(NEDI)[6] and Partial Differential Equation 
(PDE) based method[7], aiming to model the local energy 
diffusion during the degradation. These interpolation methods 
tend to generate the over smooth results with ringing or 
cartoon artifacts. The limitations lead to the example-based 
method which learns the relativity between the LR patches 
and HR patches from quantities of other images with the same 
style. Freeman[8] proposed an SR approach learning the 
prediction from LR patches to HR patches via a Markov 
random field (MRF) solved by belief propagation. Yang[9-10] 
proposed a sparse representation based method to recover its 
most likely HR patches from LR patches. But the previously 
mentioned methods require enormous high-resolution and 
low-resolution patches pairs for training in which the 
degradation model is fixed such as downsampling. 

When fusing the multi-frame/sequence images for solution 
enhancement, the traditional methods focus on the high 
frequency dispersing into the sub-pixel misaligned images. 
The enhanced edges and textures could not be true necessarily. 
With regard to the example-based method, the procedure of 
HR/LR patches learning fixes the degradations such as 
downsampling and loses the ability to deal with other type of 
blurring effect. Therefore it is necessary to combine these two 
kinds of methods for better SR results. The similar work is 
involved by Glasner[11] for single image SR. They extract the 
similar patches in different scales from the single image and 
propose a multi-patches / example-learning combined method 
without using the multi-frame/images. But the similar patches 
may not supply the exact mutual high-frequency information 
necessarily because they describe the different local scene 
after all. So naturally when the LR image sequence easily got, 
the result will be better with LR sequence instead of multi-
patches. 

This paper proposes a novel method that combines the 
multi-frame SR with the example-learning based approach. 
First, the image sequence is definition enhanced via a fast and 
robust super resolution to a near-high-resolution image. Then 
as an input, the near-high-resolution image is further super 
resolved by the example based method using the patch 
representation and linear combination with respect to the 
HRF/HR dictionary pairs. 

This paper is organized as follows: Section II introduced a 
typical example based method. Then Section III describe our 
example-based algorithm combined with the multi-frame SR. 
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Section IV gives the performance of our method on synthetic 
and real image sequence. And Section V is the conclusion. 

II. A TYPICAL EXAMPLE-BASED METHOD 

The recent work on sparse representation and compress 
sensing[12-13] indicates that in SR problem the linear 
relationships among high-resolution signals can be precisely 
recovered from their low dimensional projections. Motivated 
by this idea, Yang etc.[9-10] propose an example-based SR 
method via sparse representation. The method mainly 
includes two aspects. The first is the joint dictionary training 
to create the correspondence between the LR patches and HR 
patches while the second is the sparse representation for the 
most relevant HR patches selection and linear combination by 
the sparse coefficients. In the dictionary training step, the HR 
Training images is downsampled and reupsampled by bicubic 

interpolation. Then a set of 1-order and 2-oder high-pass filter 
   is used 

for gradient feature extraction. Meanwhile, 10000 patches are 
extracted from both the HR images and the corresponding LR 
feature images. Jointly the patches are put into the dictionary 
training process using LASSO[14]. After the dictionary 
acquirement, for an input LR image to super resolved, the 
process is similar with the LR training image to get patches. 
Then each patch is sparse coded with respect to the LR 
dictionary while the HR patches are reconstructed by linear 
combining the sparse coefficients and the HR dictionary atom. 
In the process, the DC component is isolated. The average of 
each patch is subtracted in the dictionary training step and 
added on in the reconstruction step. The integrated procedure 
is shown in fig.1. 

 
Fig. 1 The procedure of an example-based single super resolution

In Yang’s method, the 1-order and 2-order gradient 
operator are adopted for feature extraction. This ensures that 
the computed coefficients fit the most relevant part of the 
low-resolution signal and also predicts the HR patches with 
more accuracy. However, the feature extraction demands that 
the input LR image should not be blurred or edge-defused too 
much. Otherwise the computation of the sparse coefficient 
will be severely impacted. Another limitation exists in the 
joint dictionary training. Given the HR image  and the 
degraded image , from the degradation model , 
the downsampling operator  inseparably relies on the 
zooming factor, which means that the trained LR/HR 
dictionary is definitely designed for a certain zooming factor 
given before the dictionary training. Here, represents a 
blurring filter, and  the downsampling operator.  

In the light of the limitation of the example-based single 
image resolution, an effective solution is the multi-frame 
stage introduction. First, the complementary information 
could help enhance the definition effectively to form a proper 
input. And second, combined with the multi-frame SR, the LR 
feature dictionary is naturally substitute by the HR feature 
dictionary unrelated with the zooming factor. In the following 
section, we describe the combined method as a two-stage SR 

approach, the multi-frame SR acts as a preprocess for the 
example-based step, and the dictionary is trained only on the 
HR patches. 

III. EXAMPLE-BASED METHOD COMBINED WITH MULTI-
FRAME IMAGE SR 

In this section, we extend Yang’s example-based single 
image SR to the multi-frame SR. As we elaborate before, first 
we apply the fast and robust multi-frame SR method[8]. Then 
we take the multi-frame SR result as an input for the example-
based step. 

A. Multi-frame SR 
Generally, for a space/time invariant blur kernel and 

uniform downsampling process as well as the noise model, 
the degradation from HR image to the LR sequence can be 
modeled as follows[2]: 
  (1) 

Here  is the kth LR image.  is the camera motion 
parameter.  and  represent the blurring and downsampling 
operator.  is the noise term. In this paper the measurement 
error in the cost function is minimized by  norm, which 



means the noise modeled by Laplacian PDF rather than 
Gaussian PDF(  norm). For more robustness, the 
regularization is chosen as the Bilateral filter. Then the 
estimation of HR tends to be an optimization problem: 

 (2) 

Where  is the neighbor size. the matrices (operators) , 
and shift  by  and  pixels in horizontal and vertical 
directions respectively, presenting several different of 
derivatives. The scalar weight , , is applied to give 
a spatially decay from the neighbor center to the edge. Finally, 
using the steepest descent method, the minimization problem 
can be solved efficiently. 

Through the fast and robust multi-frame SR, the HR image 
is estimated primarily. Then we enter into the second stage, 
which apply the example-based method for further definition 
enhancement. 

B. Joint dictionary training 
According to Yang’s approarch, before the dictionary 

training, a large number of natural images collected from the 
internet are prepared, from which 10000 patch pairs are 
randomly selected. Then the HR patches and the LR patches 
are jointly put in for the HR/LR dictionary optimization. Here 
the LR image is downsampled and re-upsampled version of 
the HR image via Bicubic interpolation and then filtered by a 
set of high-pass filter for feature extraction. But in our method, 
the multi-frame SR supply the relatively high-definition 
image for the training input, so here we use only the HR 
patches and the HR feature (HRF) patches. Separately the 
HR/LR dictionary could be found by solving the following 
optimization problem: 
  (3) 

  (4) 

Where  and  are the HR/HRF dictionary.  is the 
sparse coefficient related to the dictionary.  norm about  
constrained the solution with sparse prior.  balances the error 
term and regularizing term.  indicates the 
arranged vectorized HR patches and  the 
arranged vectorized patches feature with . Here  
represents the 1-order and 2-order gradient feature extraction 
operator. The equation is not convex in both the dictionary 
and sparse coefficient. But when one is fixed, the 

optimization of the other one is convex, so the two equations 
can be solved by alternative iteration. However, the two 
separate solutions may not be consistent necessarily, so the 
two equations are combined to enforce the same sparse 
representation.  

  (5) 

 ,  (6) 
Here  and  are the dimensions of the vector-formed  

and . While the two kinds of input patches and dictionaries 
are categorized as one. 

C. Sparse representation and construction 
In the reconstruction step, the previous estimation of HR 

image is used for calculate the sparse coefficients with 
regarded to . Then the final HR patches can be acquired by 
linear combining the coefficients with the atoms in . 
Tightly connected to the compress sensing theory, each patch 
is sparse coded for the most relevant linear combination of 
HR patches. Originally, the sparse representation tends to be 
an  norm optimization problem, which is proved to be NP-
hard. Relaxed to the  norm optimization, it can be solved 
efficiently by the linear programming. 

Given the dictionary pair  and , the following 
equation indicates the necessary constraint for the sparse 
coding in the local patches.  

  (7) 
Here  is the sparse coefficient.  is the linear feature 

extraction operator which converts the original brightness to 
the gradient.  is the overlapped region extraction operator, 
while  is the previous reconstruction value on the overlap. 
The first-order and second-order 1D filter is used for the 
feature extraction as ，  ， 

，  in the sparse representation as 
well as the dictionary learning. The first constraint indicates 
that the error between the feature and the sparse 
representation should be minimized. The second constraint 
guarantees the continuity between adjacent patches. In 
practice, the desired HR patches are reconstructed by 
averaging the overlapping patches. Then the HR patches are 
reconstructed by the linear combination .The 
integrated flow chart is shown as Fig.2.  



 
Fig.2 The procedure of the proposed method 

IV. EXPERIMENT AND ANALYSIS 

In this section, several experiments are conducted to prove 
the effect of the proposed method. As above elaboration, in 
our experiments, the input sequence is firstly processed by the 
fast and robust SR algorithm. In this stage, the Bliteral filter 
decaying parameters , neighbor size  and the 
iteration step . While the blurring factor  is regarded 
as the Gaussian convolution with the PSF size  and 
variance . The iteration stops until the convergence. In 
the second stage, we use 70 HR images and randomly select 
10000 patches to implement the dictionary training. In 
the reconstruction step, the patches are extracted with 4 pixels 
overlap. The balance factor between sparsity and error term 

 in the sparse representation.   
Two kinds of input data are selected in our experiment, 

synthetic LR images from an HR image and the real video 
sequence. The former data is used for evaluate the capacity of 

the detail recovery while the latter outstand the advantage of 
the proposed method on blurring sequence recovery. Finally 
the RMS error criterion is applied for the evaluation. The 
definition of RMS is given by 

  (8) 

Where ,  represent the number of the rows and 
columns,  and  is the  pixel value of 
the processed image and reference image. 

First we apply the proposed method to a set of synthetic 
satellite images (10 frames) which are downsampled from an 
high definition image with random translational motion added. 
Then we make a comparison with Yang’s method and the 
multi-frame SR proved it is effect on the texture recovery (see 
Fig.3). Whether from the vision or PSNR criterion, the 
proposed method outstands from the other methods a lot. 

 

 
a) Ground truth b) LR image RMS 23.7422 c) Bicubic RMS 21.6849 



 
d) Yang’s method[10] RMS 17.2144 e) Fast and robust SR[8] RMS 19.0667 f) Proposed method RMS 13.9991 

Fig.3 Experiment result on the synthetic data 

In Fig.4, the proposed method is applied on the actual text 
sequence. The sequence contains 30 frames with severe 
blurring effect. From the results we can see the ordinary 
single image SR method (Bicubic or Yang’s method) will 

totally fail when implemented on the blurring sequence. 
Meanwhile, due to the registration error, the multi-frame SR 
performs with jagged effect around the edges, and the 
proposed method well overcomes the difficulty. 

 

a) LR image b) Bicubic c)Yang’s method[10] 

 
d) Fast and robust SR[8] e)Proposed method 

Fig.4 Experiment result on the read sequence data 

V. CONCLUSIONS 

In this paper, we proposed a two stage super resolution 
method that combines the multi-frame and example-based 
methods. Firstly the fast and robust super resolution method is 

applied to the multi-frame images to enhance the definition. 
Then as the input of next stage, the near-high-resolution 
image is directly used for the example-based super resolution, 
which prepares the HRF/HR rather than LRF/HR dictionary 
pairs to estimate the high frequency of the input. Then the 
input is super resolved on the patch level by sparse 



representation and linear combination with respect to the HRF 
and HR dictionary separately. The experiments on the 
synthetic and actual image sequence show that the proposed 
method has remarkable improvements over whether multi-
frame method or example-based single-frame algorithms. 
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