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Abstract—A new design procedure for flexible cross synthesis
VOCODER is proposed based on TANDEM-STRAIGHT frame-
work, a F0 adaptive spectral envelope estimator, and modulation
transfer function design. The proposed design procedure enables
control of speech intelligibility and timber identity of musical
instruments or animal voices. Removal of the averaged and
smoothed logarithmic spectrum of speech from the filter reduced
the timbre modification effect of filtered sounds and manipulation
of cut-off frequencies of modulation transfer function for design-
ing the filter enabled control of trade-offs between intelligibility
and timbre preservation.

I. INTRODUCTION

Cross synthesis is a sound effect by mixing features of two
sounds to make unique sounds, such as; talking piano, shouting
whistle, speaking animal and so on. Current cross synthesis
effectors are implemented using a variety of techniques [1],
[2], such as Channel VOCODER]3], Phase VOCODER [4]
LPC[5], [6] and generalized cepstral analysis[7]. However,
current cross synthesis effects tend to deteriorate original char-
acters of musical instruments and usually processed sounds are
not very intelligible.

In this report, in order to solve these problems, a new cross
synthesis framework, based on an interference-free represen-
tation of power spectrum and modulation transfer function
design is proposed. The interference-free power spectral rep-
resentation is estimated using TANDEM-STRAIGHT [8] and
is used to calculate global spectral shape, which is the main
contributing factor of timber deterioration. The modulation
transfer function design is aiming at removing linguistically
less important temporal modulation components from the
time-frequency representation of speech. The temporally vari-
able filtering operation in cross synthesis is approximately
implemented using a series of time invariant FFT-based con-
volution with minimum phase responses calculated from the
modified time-frequency representation. Subjective tests were
conducted to evaluate effects of these factors on a) preservation
of timbre of musical instruments or animal identity and b)
“clearness” impression of linguistic information.
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In the following sections, these component procedures are
introduced followed by implementation details. Finally, sub-
jective test results and discussions are presented.

II. SPECTRUM ANALYSIS

In the proposed method, the envelope spectrum of speech
is extracted using a FO-adaptive procedure called TANDEM-
STRAIGHT [8]. The extracted spectrum does not contain
any trace of periodic interferences which is inevitably found
in conventional short term Fourier transform. In this sec-
tion, we briefly introduce underlying principles of TANDEM-
STRAIGHT.

The spectrum envelope extraction procedure in the
TANDEM-STRAIGHT framework contains two sub proce-
dures: the TANDEM and STRAIGHT procedures. The TAN-
DEM procedure yields temporally stable power spectrum of
periodic signals. The STRAIGHT procedure removes fre-
quency domain variations from the temporally stable power
spectrum extracted in the TANDEM procedure and recovers
underlying smooth representation.

A. TANDEM Spectrum

The periodic temporal variations in the power spectrum,
which is calculated using the short term Fourier transform,
are completely cancelled out by averaging power spectra
calculated at two locations a half fundamental period apart.
The temporally stable power spectrum (TANDEM spectrum)
Pr(w,t) is calculated by the following equation.
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where P(w,t) is the power spectrum calculated by the short
term Fourier analysis and 7y is the fundamental period.

B. STRAIGHT Spectrum

The TANDEM spectrum still has periodic variations on
the frequency axis. The STRAIGHT procedure removes this
variations using a FO-adaptive rectangular smoother and com-
pensate for over smoothing by using a digital filter on the
frequency axis to preserves spectral levels at harmonic fre-
quencies by adopting the consistent sampling theory [11].

PT(W, t) =



These two procedures on the frequency axis are implemented
using Cepstrum lifter to make resultant spectral envelope
positive definite. The STRAIGHT spectrum Prgr(w,t) is
calculated from the TANDEM spectrum Pr(w,t).

Prsr(w,t) = exp(Fg1(7)g2(T)Cr (7, 1)]) 2
where ¢1(7) = Go + 2¢1 005(21%7) 3)
wr) = DD i) @
1 w,
I i
ha(w) = { 0 otherwiss )
CT(T7 t) = ‘Fﬁl[ln(PT(("'%t))]a (6)

where Cr(w,t) is the Cepstrum of the TANDEM spectrum
Pr(w,t) and 7 is quefrency. F represents the Fourier trans-
form. The lifter ¢g;(7) is for compensation of over smoothing
and go(7) is the equivalent lifter of the FO-adaptive rectangular
smoother hs(w) where wy = 27/Ty is the fundamental
angular frequency. Since all these are real valued variables
and functions, exponential conversion of the processed result
is always positive. Details can be found in our previous
work [12]. In the latest implementation, the lifter coefficients,
Go and ¢, are optimized to improve perceptual quality of the
processed speech, based on extensive simulation tests [13].

III. SPEECH SPECTRUM SUITABLE FOR TIMBRE
PRESERVATION OF MUSICAL INSTRUMENTS

In the conventional cross synthesis VOCODERs, timbre of
the original musical instruments are modified by speech and
their identity are not preserved intact. In this section, we sys-
tematically remove the primary timbre modifying component
,the global spectral shape, from the speech spectrum. The
following two-staged procedure is introduced to calculate the
global spectral shape from relatively short speech segment:
long term average spectrum estimation and spectral smoothing.

A. Long term averaged spectrum

Generally the long term averaged power spectrum P;(w) is
calculated using Welch’s method [14].

Ts
Pi(w) = Ti/o P(w, t)dt, (7)

where T is the length of the utterance. However, this con-
ventional definition of the long term averaged spectrum is not
relevant for perceptual compensation, because our loudness
perception is not directly proportional to the power spectrum.
Instead of using the power spectrum directly, we introduce
a monotonic nonlinear function g(z) and its inverse function
g~ %(z) to approximate perceptual long term averaged spec-
trum P g(w).

Prg(w)=g" <;/0 Sg(P(w,t))dt> : ®)

There are two candidates for g(z) to simulate loudness
perception: the power law and the logarithmic function. In

this article, we selected the logarithmic function because of
its conceptual simplicity. The following equation defines the
log-averaged power spectrum P 1 (w).

Py n(w) = exp (7{9/0 ’ ln(P(w,t))dt) . 9)

Note that STRAIGHT spectrum Pprgr(w,t), it is a power
spectral envelope, is used to calculate the long term averaged
power spectrum P;(w) and the log-averaged power spectrum
P, 1n(w) instead of the STFT power spectrum P(w,t) in the
actual implementation.

B. Global spectral shape

A spectral smoothing procedure in the perceptual frequency
domain is introduced to calculate the global spectral shape. It
is because of the following reasons. Neither the long term av-
eraged power spectrum nor the log-averaged power spectrum
calculated from short utterances are not directly usable for
spectral compensation because they consist of noisy details
due to statistical fluctuations. There are two factors to design
the global spectral shape for perceptual compensation: that
the global spectral shape of the excitation source of speech is
smooth and that the front end of our auditory system is a set of
band-pass filters. Taking these into account, the global spectral
shape f’a(w) is approximated by smoothing proportionally to
the perceptual frequency resolution.
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where ¢ is the angular frequency. The function A(w) con-
verts the angular frequency w to the perceptual frequency
(specifically, ERBy number [15] is used) and the inverse
function A~%(\) converts the ERBy number ) to the angular
frequency. The parameter a defines smoothing width in the
ERB number domain.

C. Whitening using the global spectral shape

STRAIGHT spectrum of each frame Prs7(w,t) is whitened
by the global spectral shape P,(w) to yield the compensated
spectral envelope P (w,t).

Prsr(w,t)

Pc(w,t) = J3 (w)

(1)
Figure 1 shows the STRAIGHT spectrogram of a Japanese
utterance /koNnitiwa/ (“Hello” or “good day” in English)
spoken by a male. Figure 2 shows the whitened STRAIGHT
spectrogram of the same utterance shown in Fig. 1.

The compensated spectral envelope Po(w,t) still has the
other timbre modifying components in the modulation fre-
quency domain. The following section introduces filtering
operation in the modulation frequency domain to remove such
components.
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Fig. 1. STRAIGHT spectrogram of a Japanese utterance /koNnitiwa/ (“Hello”
or “good day” in English) spoken by a male.

|

MU T
Vighs % :
/ ’,,\.'o‘v‘l‘n,"'..
'

frequency (Hz)

LU Yy -10

Fig. 2. Whitened STRAIGHT spectrogram of the same utterance shown in
Fig. 1

IV. BAND-PASS FILTERING IN THE MODULATION
FREQUENCY DOMAIN

To remove the remaining timbre modifying components
from the whitened STRAIGHT spectrum, the band-pass fil-
tering in the modulation frequency domain is introduced. This
is our original contribution to the cross synthesis applications.
This idea is motivated by findings that the linguistic informa-
tion of speech is distributed in a limited modulation frequency
region [16], [17], [18]. We thought that by removing the mod-
ulation frequency components which is not important for the
linguistic contents of speech sounds can reduce interference
to the identity of the musical instruments and/or the animal
voices. Note that more general two dimensional filtering in the
time-frequency representation is probably not necessary for the
perceptual compensation in cross synthesis. Please refer to the
literature [19].

0.8 -

0.6 -

0.4F : . : -

-03 -0.2 01 0 0.1 0.2 0.3
time (s)

Fig. 3. Impulse response of the high-pass filter
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Fig. 4. Impulse response of the low-pass filter

A. filtering in the modulation frequency domain

Filtering in the modulation frequency domain is performed
on the logarithmic version of the compensated STRAIGHT
spectrum L (w,t) = In(Po(w,t)) and converted back to the
power spectrum Pp(w,t) for designing the time varying filter
for cross synthesis.

Th
Ly(w,t) = / ha(T)Le(w,t —7)dr (12)
—Tu
TL
Pp(w,t) = exp / hp(T)Lg(w,t —7)dT | ,(13)
—Tr

where hy(7) and hz(7) are impulse responses of the high-
pass and low-pass filters in the modulation frequency domain,
respectively. The impulse responses are temporally bounded
in (=T, Ty) for the high-pass filter and (—7,Ty) for the
low-pass filter. Filtering on logarithmic spectra assures that the
resulted spectrum Pg(w,t) is always positive.

Linear phase FIR filters are used in this procedure in
order to avoid phase distortion artifacts pointed out by the
literature [18]. The FIR filters are constructed using a time
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Fig. 5. Modulation transfer function of the high-pass filters
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Fig. 6. Modulation transfer function of the low-pass filters

windowing function (specifically Hann window in the current
implementation) in order to reduce temporal oscillation, which
is commonly found in the impulse response of the filters
having sharp cut-off characteristics. Figures 3 and 4 show
impulse responses of one of the high-pass filters and the low-
pass filters used in the experiments.

Figures 5 and 6 shows their frequency responses. The
nominal cut-off frequencies were defined at —3 dB points. The
high-pass nominal frequencies were set to 1, v/2 and 2 Hz and
the low-pass nominal frequencies were set to 2, 4, and 8 Hz.
The attenuation level outside of the pass-band is set to 20 dB.
Note that the components outside of the nominal pass-band
still have significant power because of the filters’ less steep
cut-off.

Figure 7 shows the compensated spectrogram after high-
pass modulation filtering (Ly (w,t) represented in dB) . Note
that the temporal transitions are enhanced. Figure 8 shows
the compensated spectrogram after low-pass and high-pass
modulation filtering (Pp(w,t) represented in dB) . Note that
the temporal details are smeared.
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Fig. 7. Spectrogram after high-pass modulation filtering with 2 Hz cut-off
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Fig. 8. Spectrogram after low-pass and high-pass modulation filtering. The
low-pass cut-off is 4 Hz and the high-pass cut-off is 2 Hz

V. IMPLEMENTATION OF CROSS SYNTHESIS

FFT-based high-speed convolution is used to implement the
time varying filtering of cross synthesis. It is necessary to prop-
erly design this filtering because the FFT-based convolution is
cyclic and is defined only for the time invariant systems.

A. Cyclic convolution and linear convolution

For implementing the linear convolution using the cyclic
convolution, it is necessary for the FFT buffer length to be
longer than the sum of the lengths of two signals to be
convolved [20]. In case of cross synthesis, the effective length
of the impulse response calculated from the compensated (and
modulation frequency band-limitted) spectrogram has to be
carefully investigated. The subdivided length of the musical
instruments and/or animal voices can be set arbitrary and
cannot be a problem for implementing the linear convolution
using the cyclic convolution.
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Fig. 9. Output power spectrum of a time invariant filter with exclusive
subdivision of the input signal (1000 Hz sinusoid)

In the current implementation, the minimum-phase im-
pulse response [20] is calculated form the spectral slice
of the modulation-filtered compensated STRAIGHT spectro-
gram, Pg(w,t). This decision is based on our observations
that it sounds better than the linear phase FIR filter calculated
from the same spectral slice and that the effective length of the
minimum phase response is generally shorter than the linear
phase response.

B. Approximation of time varying convolution

A 50% overlapping subdivision using the Hann windowing
function is used to approximate the time varying filtering
using the FFT-based high-speed convolution in our impleme-
nation [21]. For the time invariant systems, mutually exclusive
subdivision of the input signal is the most computationally effi-
cient implementation [20]. However, the exclusive subdivision
is not relevant for approximating the time varying convolution
using segmentally time invariant subsystems. It is because the
sudden change of the impulse response at frame boundaries
effectively introduces the excessive step excitation in case of
the mutually exclusive subdivision. This artifact is alleviated
by using smoother subdivision methods. The 50% overlapping
subdivision using the Hann windowing function is a practical
solution to alleviate this problem.

Figure 9 shows the power spectrum of a time invariant filter
output calculated using the FFT-based convolution with exclu-
sive input subdivision. The input signal is a 1000 Hz sinusoid.
Virtually, only the input sinusoidal component is visible in this
output spectrum. Figure 10 shows the responses to the same
sinusoidal input using different subdivision methods. The red
line shows the output using the exclusive subdivision and the
blue line shows the output using a 50% overlapping Hann
windowing function-based subdivision. Note that the side-band
levels, which is negligible when approximation is perfect, are
about 40 dB higher when the exclusive subdivision is used.
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Fig. 10. Output power spectrum of a time varying filters with exclusive
subdivision of the input signal (red line) and a 50% overlapping Hann
windowing function (blue line). The input signal is 1000 Hz sinusoid

TABLE I
THE SINUSOIDS TO TOTAL SIDE-BAND RATIOS (SNR) AS A FUNCTION OF
FRAME UPDATE INTERVAL

frame update interval (ms)
5 10 20 40 80 160
456 56.1 646 746 865 93.1

SNR (dB)

The power spectra were calculated using a four term cosine
window with a very low side lobe level (lower than —90 dB)
and fast side lobe decay (—18 dB/oct). The window is the 12th
item of Table II in the literature [22]. The coefficients for zero
through third cosines are 0.355768, 0.487396, 0.144232 and
0.012604, respectively.

In our implementation, 5 ms frame update is used in
subdivision using the Hann windowing function. Although the
side-band levels decrease by increasing frame update interval
(Table I), accuracy of the approximation deteriorates. The
rms errors from the output calculated using the 5 ms frame
subdivision are shown in Table II. The input signal was a
1000 Hz sinusoid.

VI. SUBJECTIVE EVALUATION

Preservation of the linguistic information and the identity
of the musical instruments and animal voices as a function of
cut-off modulation frequencies were evaluated using subjective
tests.

TABLE II
THE RMS ERROR VS. FRAME UPDATE INTERVAL

frame update interval (ms)
10 20 40 80 160
-35.0  -329 -265 -187 -13.9

rms error (dB)




TABLE III
INPUT SIGNALS

Symbol ] explanation
piano Combination of C3, E3 and G3 of the piano sounds in No.1
guitar Combined code C3 using the guitar sounds in No.13
cow No.15 cow
horse No.17 horse
TABLE IV

COMBINATIONS OF CUT-OFF FREQUENCIES OF THE HIGH-PASS AND
LOW-PASS MODULATION FILTERS

low-pass cut-off | high-pass cut-off frequencies (Hz)
frequencies (Hz) 1 V2 2

2 a d g

4 b e h

8 c f i

A. Test materials

An utterance /ohayoH gozaimasu/ (“Good morning” in En-
glish) spoken by a male is used to design the time varying fil-
ters. For the input signals, the musical instrument sounds were
excerpted from “RWC music database: instrument sound” [23]
and were edited. The animal voices were also excerpted from
the CD titled “sound effects Complete (2): Animal, Bird,
frog”. Table III shows input signals and their descriptions. All
materials were sampled at 44,100 Hz with 16 bit resolution.

B. subjects

Nine subjects (six male and three female students aged from
21 to 24) were participated in the subjective evaluation tests.
All subjects were native Japanese with normal hearing. Prior
to the experiments, subjects were informed about the purpose
and procedures of the experiments. All subjects agreed to
participate in the experiments and recorded the written consent
form.

C. Experimental conditions

Test stimuli were presented monaurally to the both ears
using the headphones (SENNHEISER HD-580) in a sound
proof room (YAMAHA AVITECS). The rms levels of the test
stimuli were normalized to —26 dB from the 16 bit full scale
range. The sound pressure level of the presented stimuli were
set comfortable for subjects and measured afterwards using the
HATS (B&K 4128). They were ranged from 60 dB to 70 dB
in the A-weighting. The condition of cut-off frequencies and
their symbols are shown in Table IV.

D. Experimental procedure

Two separate experiments were conducted for evaluating
linguistic preservation and sound identity preservation re-
spectively. Each experiment uses the paired comparison with
forced choice of two alternatives. In the linguistic information
preservation test, the original utterance and the stimulus S1
followed by the stimulus S2 were presented sequentially. The
subjects were instructed to select the stimulus which preserves
the original linguistic information better. In the timbre identity
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Fig. 11. Results of the timbre identity preservation test

Score

0.96
0.72 B — piano
0.48 v quitar
0.24 > S

0 — horse

— COW

-1.20 ]
a d g b e h [ f i
[ 1 2 2 1 V2 2 1 2 2 high-pass cut-off frequency ‘
l 2 2 2 4 4 4 8 8 8 low-pass cut-off frequency ‘

Fig. 12. Results of the linguistic information preservation test

preservation test, the original sound (musical instruments or
animal voices) and the stimulus S1 followed by the stimulus
S2 were presented sequentially. The subjects were instructed to
select the stimulus which preserves the original timbre better.
The stimuli ordering was counter balanced to prevent the bias.

E. test results

The test results were summarized using Thurstone’s case V
procedure to yield scores on an interval scale. Figure 11 shows
the results of the timbre identity preservation test. The vertical
axes represents the score of identity preservation on an interval
scale. The higher score indicates better preservation. The
results shows that higher high-pass cut-off preserves timbre
better and the lower low-pass cut-off preserves timbre better. It
is interesting to observe that the scores seem to be irrespective
to the original sounds.

Figure 12 shows the results of the linguistic information
preservation test. The vertical axes represents the score of
linguistic information preservation on an interval scale. The
higher score indicates better preservation. The results shows
that lower high-pass cut-off preserves linguistic information
better and the higher low-pass cut-off preserves linguistic
information better. It is interesting to observe that the scores
seem to be irrespective to the original sounds also in this
experiment.

Figure 13 shows the summary of two experiments. The
line annotated “linguistic” is the mean score of the linguistic
preservation test. The line annotated “instruments” is the mean
score of the identity preservation test. The results suggest that
there is a trade-off relation between linguistic information
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Fig. 13. Summary of the test results of the two experiments

and timbre identity. However, it should be noted that in
the intermediate conditions, such as b, e and h, the both
information were reasonably preserved perceptually, since the
primary timbre modifying component, global spectral shape,
is already removed in these conditions.

These results suggest that the proposed method provides
means to control the linguistic contents and the timbre identity
of the cross synthesized sounds. It opens interesting possibil-
ities for sound engineers and designers.

VII. CONCLUSION

In this paper, we proposed a new cross-synthesis
VOCODER, which enables control of the linguistic informa-
tion and the timbre identity in the synthesized sounds. The
proposed method is based on a FO-adaptive spectral envelope
estimation (TANDEM-STRAIGHT), which provides close-to-
natural synthetic speech in a VOCODER framework. In the
whitening stage, the temporally averaged and smoothed loga-
rithmic spectrum is removed for eliminating the primary tim-
bre modifying component, global spectra shape. The flexible
control of the linguistic information and the timbre identity is
implemented by designing cut-offs of band-pass filtering of the
whitened utterance spectrogram in the modulation frequency
domain. This flexibility enables customization of the proposed
method to various applications.
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