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Abstract—We have developed a spoken dialogue system using
virtual conversational agent with augmented reality. The pro-
posed system has architecture based on question and answer
database that contains many question and answer pairs. Addi-
tionally, we have developed two agents displayed using augmented
reality, which behave as avatars of objects to be operated. We
evaluated user’s impression as well as response accuracy of our
proposed system. As a result, the existence of an agent increased
user’s feeling of vividness of conversation and easiness to talk to
the system. In addition, the system with an agent showed better
response accuracy than the system without agents.
Index Terms: Spoken dialogue system, Virtual agent, Aug-
mented reality

I. INTRODUCTION

Speech is a natural way of interacting with objects. There
have been numerous spoken dialogue systems so far [1].
Among them, we are developing a spoken dialogue system that
makes it easy for a user to interact with things around us, such
as appliances, mobile robots etc [2], [3]. Our target is relatively
small-sized dialogue system that can be developed easily.
Because such a dialogue has only a few turns to accomplish a
task, complicated dialogue control is not necessarily needed.
Instead, this kind of system need to be developed rapidly at
low cost, and maintenance of the system should be easy.

There have been several systems for the similar purposes
such as an agent-based information kiosk [4], [5], [6], smart
home control [7] or an interactive communication robot [8].
These systems have a “subject” of dialogue, such as animated
character on a display or a body of a robot. Most systems
without robots use talking heads or anthropomorphic agents
[9], which are virtual partners of the dialogue.

Although most dialogue systems with agents focus on how
to build the dialogue system and how to design the behavior
of the agent including synchronization of synthesized speech
and facial expression, there have been few works that consider
how the agent should be displayed. Our goal is to develop a
spoken dialogue system for things in usual environments such
as TV, air conditioner, microwave oven, etc., which is basically
same as the “smart home” application [7]. In this research, we
propose a dialogue system as a communication tool between
a human and home electric appliances, rather than entering
commands correctly. Not only appliances, things in our en-
vironment are expected to become more and more intelligent
[10], and this virtually almost all object in the environment
(including a pencil or a teapot) will have information which
we want to draw through spoken dialogue. Our ultimate goal

is to realize an environment in which we can interact with
almost every object through spoken dialogue.

Now, how should the agent displayed when manipulating a
specific object? Conventional systems assume a display and
microphone for the dialogue agent anywhere in the room.
However, we think that the agent should be displayed at the
very position where the target object is. In other words, when
manipulating a real object, the user and the agent should share
the same space.

In this work, we propose a spoken dialogue system that
displays the virtual agent using augmented reality (AR). The
AR[11] is a technology that superimposes virtual objects
and/or informations into captured video of real world. The AR
technology enables to create images that looks as if the objects
exist in the real world. By combining the AR technology and
the spoken dialogue system with an agent, we can display the
agent near the object we want to manipulate. In this paper,
we report development of a spoken dialogue system with AR-
based virtual agent, and a result of a dialogue experiment.

II. A DIALOGUE SYSTEM “P-CE”

A. System Framework

In the proposed dialogue system, we assume that the user
makes dialogues using speech using a device such as a
smartphone or a tablet PC that are equipped with a camera
for capturing the target object. When the user manipulate an
object, the user captures that object using the camera. The
objects manipulated by dialogue have markers (visual tags)
that are used for displaying virtual agent using AR. We prepare
different agent for different object, and the agent behaves as
an avatar of the object. The basic procedure of the dialogue
session is as follows.

1) The user directs the camera of the dialogue device to
the object he/she want to manipulate.

2) The captured object and its marker are displayed on the
device, and then the agent appears in the display.

3) The user starts dialogue with the agent.
4) After the dialogue, the device communicates with the

object using a network and remotely manipulate it.
When making the dialogue, the agent and the object are always
displayed together on the device. Therefore, not only verbal
conversation, non-verbal expression of the agent is available
(such as pointing a switch the user need to push). Figure
1 illustrates the proposed dialogue system. This proposed



Fig. 1. Overview of the proposed dialogue system

Fig. 2. Prepared agents

approach also can expect to make improvements the acoustic
problems of distant talking to appliances.

B. Implementation of the system

We exploited ARToolkit [12] for realization of AR. We
prepared two agents for using in the later experiment. Figure
2 shows the prepared agents. Several postures were prepared
for one agent to animate the agent. When displaying an agent,
we switched two motions (motion for waiting and motion for
talking) according to the state of the dialogue. We did not
any synchronization between the motion and the synthesized
speech. We prepared two markers, and switched the agent
according to the recognized marker.

The spoken dialogue system is based on Question-and-
Answer database [5]. This system has a database that includes
pairs of an assumed question (an example sentence) and an
answer to the question. Table I shows examples of the example
sentences, and Table II shows the answer sentences. Both
an example sentence and an answer sentence are associated
with a tag. When an input utterance is given, the utterance
is transcribed using a large vocabulary continuous speech
recognizer, and converted into a word sequence. Then the
word sequence is compared with the example sentences in the
database, and the example sentence most similar to the input
utterance is chosen. Then the tag of the chosen example sen-
tence is extracted, and the answer sentence that is associated

TABLE I
EXAMPLES OF EXAMPLE

SENTENCES

Tag Sentence
#1001 Turn on the TV
#1001 Power on
#1002 Turn off the TV

TABLE II
EXAMPLES OF ANSWERS

Tag Sentence
#1001 OK. I turn on the TV.
#1002 OK. I turn off the TV.

Fig. 3. Screenshot of the dialogue system “P-CE”

with the chosen tag is synthesized. Note that the database is
prepared task-by-task, where one task corresponds to a specific
object such as a TV or an air conditioner. On implementing
the system, we used Julius [13] as a speech recognition engine
and AquesTalk2 [14] as a speech synthesizer.

Figure 3 shows the screenshot of the developed dialogue
system “P-CE”. When the camera captures a marker, the agent
associated with that marker is activated and superimposed
into the captured image. At the same time, the database for
manipulating the captured object is loaded into the spoken
dialogue system, and the system starts a dialogue.

III. EVALUATION EXPERIMENT

A. Experimental Conditions

We carried out an experiment to evaluate the proposed
dialogue system. We did not use a mobile device but a PC
with an LC display, because of the easiness of evaluation.

We prepared two tasks: “TV” and “Air conditioner.” We
employed 9 participants (8 males and 1 female) who were not
familiar with spoken dialogue system. Before the dialogue,
we gave a participant an instruction, where five examples of
available user utterances were presented, and we instructed the
participant to make conversation freely. Number of dialogues
per participant was 4 in average.

We conducted two sets of dialogues for one participant,
where no agent was displayed in the first set, and the agent
was displayed in the second set. Table III shows the number of
dialogues. All dialogues were conducted in Japanese. After the



TABLE III
NUMBER OF GATHERED DIALOGUES

TV A.C. Total
w/o agent 48 43 91
with agent 47 45 92

Fig. 4. Average of evaluation score for all conditions

dialogues, we asked the participants to answer a questionnaire
that have four evaluation items with five-scale grades (1 to 5,
5 to be the best), as follows.

1) Easiness to use the system in total
2) Smoothness of the conversation
3) Vividness of the conversation
4) Easiness to talk to the system

In addition to the above evaluations, we asked the participants
to describe opinions to the system.

B. Result of subjective evaluation

Figure 4 shows average scores of all conditions. The x-axis
of the figure corresponds to the four evaluation items of the
questionnaire shown above. We conducted statistical test to
check whether the differences between the conditions (with or
without an agent) were statistically significant. As a result, we
obtained significant differences for two questions (“vividness
of the conversation” and “easiness to talk to the system”).
This result suggests that the agent improves the feeling of
“liveliness” or “friendliness” of the conversation.

C. Analysis of user utterances

We analyzed the gathered transcriptions of the dialogues,
and noticed that the utterances toward the system with an agent
seem to be shorter than those toward the system without an
agent. Here are such examples:

Without agent: Please turn on the TV switch
With agent: Turn on

To investigate this phenomenon, we counted length of utter-
ances under each of the conditions. Here we calculated three

Fig. 5. Analysis result of user utterances

indices: number of words in an utterance, number of content
words in an utterance and number of imperative verbs in an
utterance. The result is shown in Figure 5. To confirm the
difference of the results, we conducted statistical test (t-test).
As Figure 5 shows, we found that number of words were
significantly different in both TV and air conditioner tasks.
Number of content words were not significantly different,
which suggests that the difference was mainly number of
function words. Function words of Japanese express speaker’s
attitude, politeness or social relationship in addition to gram-
matical role, which seems to be the reason of this difference.

The participants described in the questionnaire that they
could talk to the agent when the agent was displayed, but
when the agent was absent, they did not know how to talk to
the system. In this case, the utterances became “conservative”
(politer, longer, and less omission), and more repetitions were
also observed. This was a reason of longer utterances.

D. Comparison of response accuracy

We compared the response accuracy under each condition.
response accuracy means accuracy of response of the system
for the user utterances. As the utterance is proved to change
according to existence of an agent, response accuracy also
might be affected by an agent. On matching the transcription
of the input utterance, we examined three methods of matching
related to Japanese grammar. A Japanese verb inflects accord-
ing to mood of the sentence. Here are examples:

(A) Onryou o agete kudasai Increase volume (polite)
(B) Onryou agero Increase volume (impolite)

Here, agete kudasai and agero have the same meaning “in-
crease” but they are in different forms ( agete and agero) be-
cause of difference of mood. As we match the input utterance
to the database using surface form of the words, agete and
agero in the above example will be regarded as different
words. To match verbs in different mood, we compared the
following three methods of matching.



Fig. 6. Response accuracies for all conditions

• Use the surface form of the words (the conventional
method).

(A) onryou o agete kudasai
(B) onryou agero

• Use the combination of the surface form and the base
form.

(A) onryou+onryou o+o agete+ageru
kudasai+kudasaru

(B) onryou+onryou agero+ageru

Using this method, we can distinct different words that
have the same surface form.

• Use the base form.

(A) onryou o ageru kudasaru
(B) onryou ageru

Using this method, we can match the same words with
different surface form.

The experimental result is shown in Figure 6. This result
shows that the existence of an agent improves the response
accuracy. The reason of this improvement is not completely
understood, but main reason seems to be less repetition, less
disfluency, and as a result, less recognition rate degradation.
Therefore, we think that existence of the agent might have
affected the user utterances.

Result from all subjects first tried the system without the
agent, the participants might have learned how to use the
system. But as expected, matching using base form improved
the accuracy only when an agent was displayed.

IV. CONCLUSIONS

In this paper, we proposed a spoken dialogue system to
interact with things in an environment using agents with AR.

The main idea of this system is to attach markers to the
objects to be manipulated with the system. When a user want
to manipulate an object, the user captures the object with a
camera, and then the marker is recognized by the AR system
and the agent of that object appears on the screen of the device.
The user makes conversation with that agent to manipulate the
object or obtain information from the object. The experimental
result showed an interesting fact that the existence of an
agent affected the user utterance and the effect was positive
from spoken dialogue system point of view (vividness of the
conversation for the objects, not a command, etc).

In the future work, we need to evaluate the effect of different
agent design on the user evaluation and system performance
[15], [16]. In addition, we need to develop a system with which
a developer can develop more realistic dialogue more easily.
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