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Abstract—We propose gradient-based global features and its
application to image retargeting. The proposed features are used
for an importance map for image retargeting, which represents
rough location of salient objects in an image. We focus on areas
rather than points and lines to be assigned as an important
part. The information about areas in multiple layers provides
global features. Experimental results compared to the state-of-
the-art salient features for image retargeting demonstrate the
effectiveness of the proposed features.

I. INTRODUCTION

Image retargeting is to resize an image with different
aspect ratio while preserving representative objects, which
attracts attention due to a wide variety of digital images and
displays [1]. Seam carving is one of the approaches to image
retargeting, in which the intensity of gradient is originally
used for an importance measure that determines representative
objects in an image [2][3]. Achanta and Süsstrunk proposed
a saliency map based on global colors and intensity contrast
for seam carving [4]. The combination of the saliency map
and gradient magnitude was proposed as a balanced energy
map [5]. Conger et al. proposed a secondary energy map that
prohibits seams from passing through rather than merely defers
seams, considering the effect of vertical seam on horizontal
gradation [6]. The secondary energy map is very simple but
gives exceptional results.

Gradient is widely used in image processing area, such as
edge detection and optical flow. Histogram of Oriented Gradi-
ents (HOG) [7] and Scale-Invariant Feature Transform (SIFT)
[8] are gradient-based local features. The central concept of
SIFT and HOG is to use a weighted histogram of gradient as
features. The shift describes the features at keypoints, while
HOG describes the features of uniformly divided areas.

Salient features have been developed not only for image
retargeting but also scene understanding, scene analysis, object
recognition. Itti et al. proposed a saliency map in order to guide
the selection of attended locations, which is constructed from
color contrasts, intensity contrasts, and orientation contrasts
built on a second biologically-plausible architecture [9]. T. Liu
et al. proposed salient features including multi-scale contrast,
center-surround histogram, and color spatial distribution [10].
These saliency features tend to computational expensive for
image retargeting.

In the present paper, focusing on areas of salient objects
in an image, we propose the variance of weighted gradient
orientation as an area feature and global features expressed

(a) Conventional seam carving

(b) Seam carving using the proposed features

Fig. 1. Seam carving. Left, middle, and right columns show the importance
map, the seams expressed by red to be removed from the original image, and
the resulting image, respectively.

by the area features in multiple layers. Experimental results
demonstrate the effectiveness of the proposed features for
seam carving.

II. PRELIMINARIES

Gradient, gradient-based local features, and seam carving
are described. Z and R denote the sets of integer numbers and
real numbers, respectively.

A. Gradient

Let g(n1, n2), n1 = 0, 1, . . . , N1−1, n2 = 0, 1, . . . , N2−1,
be an image of size N1 × N2.

The gradient of g(n1, n2) is defined as

∇g(n1, n2) =
[

∇n1g(n1, n2)
∇n2g(n1, n2)

]
(1)

where

∇n1g(n1, n2) = g(n1, n2) − g(n1 − 1, n2), (2)
∇n2g(n1, n2) = g(n1, n2) − g(n1, n2 − 1). (3)

The gradient magnitude is defined as

||∇g(n1, n2)|| =
√
{∇n1g(n1, n2)}2 + {∇n2g(n1, n2)}2

(4)

which is often approximated by the absolute values as

||∇g(n1, n2)|| ≈
|∇g(n1, n2)| = |∇n1g(n1, n2)| + |∇n2g(n1, n2)|. (5)



(a) Original (32 × 32) (b) Gradient vectors

Fig. 2. Gradient vectors of an image. A great magnitude of gradient vectors
concentrate on the edge of an object. Gradient vectors on the edge lie in
approximately the same direction.

The gradient orientation is defined as

θ(n1, n2) = tan−1 ∇n2g(n1, n2)
∇n1g(n1, n2)

. (6)

where θ(n1, n2) is in the range [−π/2, π/2].

B. Gradient-based local features
The weighted orientation histogram with a total of Nb bins

from 0 to Θ ∈ R is defined as

h(b) =
N1−1∑
n1=0

N2−1∑
n2=0

w(n1, n2)δ(bD, θ(n1, n2))

for b = 0, 1, . . . , Nb − 1 (7)

where bD (D = Θ/Nb = d1 + d2, d1, d2 ∈ R) denotes
representative values of bins, w(n1, n2) is the weight, and

δ(φ, x) =
{

1, φ − d1 ≤ x < φ + d2

0, otherwise . (8)

The gradient magnitude is used for the weight.
In HOG, the entries of histogram of the a small spatial area

called cell is combined to form the vector representation.

C. Seam carving
The energy at a pixel is defined by importance measure in

seam carving [2]. A seam, which is an eight-connected path
from top to bottom (or from left to right) that contains only
one pixel per row (or column), with the minimum energy is
removed for resizing the image at a time.

Let us consider reducing the width of image. A vertical
seam, si, i = 1, 2, . . . , N2, is a sequence of coordinates and
defined as

si ={(T (i), i)} (9)
s.t ∀i |T (i) − T (i − 1)| ≤ 1 (10)

where T (·) is a mapping from a location, i, of ordinate
[1, 2, . . . N2] to the all location of abscissa [1, 2 . . . , N1].

The energy, E, of a seam is given as

E =
N2∑
i=1

e(si) (11)

(a) Gradient magnitude (b) Itti’s saliency map [9]

(c) Secondary energy map [6] (d) Saliency map [4]

Fig. 3. Salient features. Gradient magnitude in (a) and secondary energy map
in (b) categorized into point or line feature, while saliency maps in (b) and
(d) are area feature.

where e(·) is the energy function that gives the energy at the
pixel. A removed seam that has the least energy is effectively
calculated by dynamic programming. Figures 1(a) and 1(b)
show the seam carving using gradient magnitude and proposed
features.

D. Consideration

Generally, accurate salient feature tends to be computational
expensive, while gradient magnitude is simple and effective for
seam carving to some extent.

When gradient magnitude is used as an importance measure
for seam carving, the edge of an object is regarded as the most
important part, while the inner part is not, as shown in Fig. 2.
Therefore, we focus on areas rather than points or lines.

Figure 3 shows typical and state-of-the-art salient features.
Itti’s saliency map shown in Fig. 3(b) focuses on areas, but
important areas are small for seam carving. Secondary energy
map for vertical seam shown in Fig. 3(c) focuses on points that
prohibit seams from passing through. Compared to gradient
magnitude shown in Fig. 3(a), the points are restricted by
thresholding. Although it is simple and efficient, it cannot
completely draw the outline of an important object. Saliency
map shown in Fig. 3(d) focuses on areas which is based on
global color and intensity contrast, but depends on colors of
important objects.

The aim of the present paper is to propose area features that
hold both the local and global information.

III. PROPOSED METHOD

We propose the variance of weighted gradient orientation as
an area feature and global features expressed by area features
in multiple layers.

A. Variance of weighed gradient orientation as area feature

We propose the variance of weighted gradient orientation
which is based on the weighted orientation histogram in HOG
as an analog. However, unlike HOG, the area feature is not
vector but scalar, we no longer need to make a histogram.
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Fig. 4. Variance of weighted gradient orientation of areas. The number in
the image denotes the variance of weighted gradient orientation of each area
denoted by square.

Let n1 and n2 be the horizontal and vertical location of area
A, respectively.

The mean of weighted gradient orientation is given as

θ̄A =

∑∑
n1,n2∈A w(n1, n2)θ(n1, n2)∑∑

n1,n2∈A w(n1, n2)
(12)

where w(n1, n2) = ||∇g(n1, n2)||.
The variance of weighted gradient orientation in area A is

defined as

σ2
A =

∑∑
n1,n2∈A w(n1, n2)(θ(n1, n2) − θ̄A)2∑∑

n1,n2∈A w(n1, n2)
. (13)

A small variance of the weighted gradient orientation rep-
resents that an edge exists in the area, while a great variance
expresses no edges or multiple edges exist as shown in Fig. 4.

B. Block information and its accumulation

To generate global features of an image, the image is divided
into blocks and the reciprocal of the variance of weighted
gradient orientation is assigned into each block as a block
value. Then, block values in multiple layers are accumulated.

Let (m1,m2), m1, m2 ∈ Z be the location of a block. The
block value is defined using (13) as

B(m1,m2) = 1/σ2
(m1,m2)

. (14)

The block values are normalized into the range [0, 1].
Let L be the number of layer, and let (m(l)

1 ,m
(l)
2 ),

m
(l)
1 , m

(l)
2 ∈ Z, be the location of a block in the l-th layer.

A pixel located at (n1, n2) belongs to a total of L blocks as
depicted in Fig. 5. The block values over a pixel at (n1, n2)
are accumulated as

α(n1, n2) =
L∑

l=1

B(m(l)
1 , m

(l)
2 ) (15)

for (n1, n2) ∈ (m(l)
1 ,m

(l)
2 ).

Thus, the global features are generated.
FIgure 6 shows the examples of gradient-based global

features. We can confirm that the proposed features represent
rough location of salient objects in an image.
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Fig. 5. Proposed features of multiple layers. An image is divided into block
in each layer. The information about blocks over a pixel is accumulated.

(a) original (b) Layer 2

(c) Layer 1 + Layer 2 (d) Layer 1

Fig. 6. Examples of proposed features.

C. Gradient-based global feature for seam carving

We can detect the area including an approximately strait line
or parallel lines by block value. However, we cannot distin-
guish no edge area from multiple-edge area by block value. To
prevent a seam from passing through the multiple-edge area,
the gradient magnitude is required for the importance map in
addition to the proposed features.

The energy function in (11) for seams is redefined as

e(n1, n2) = |∇I(n1, n2)| + α(n1, n2) (16)

where |∇I(n1, n2)| denotes the gradient magnitude of the
image.

IV. SIMULATIONS

We evaluate the proposed features as an importance measure
for seam carving comparing to typical and state-of-the-art
features for seam carving.

In typical features, conventional gradient magnitude [3] and
the combination of Itti’s saliency map [9] with gradient mag-
nitude were used, while in state-of-the-art features balanced
energy map (BEM) [5], which is the combination of the
saliency map [4] with the gradient magnitude, and secondary
energy map (SEM) [6] were used. The color images of size



(a) Original (b) Conventional (f) Itti’s + G (d) BEM (e) SEM (c) Proposed

Fig. 7. Comparison of salient features for seam carving with 70 % width of the original.

320 × 480 with 24 bits at a pixel in Berkeley Segmentation
Dataset [11] were used for evaluation1. A total of 144 pixels
(30 %) of the horizontal width were reduced. In proposed
features, the number of layers was 2 with blocks of size 32 ×
32 and 16 × 16.

Figures 7(a) through 7(f) show the original image, the
resulting image by conventional seam carving, by proposed
features, by balanced energy map (BEM), by secondary energy
map (SEM), and by the combination of Itti’s saliency map with
gradient magnitude (Itti’s + G), respectively. The seam carving
using the proposed features gives better results.

V. CONCLUSION

We have proposed the use of variance of weighted gradient
orientation as area features and applied it to an importance map
for image retargeting. The importance map as global features
is expressed by superimposing area features in multiple lay-
ers. We have demonstrated the effectiveness of the proposed
features comparing to the typical and state-of-the-art salient
features. We can confirm that the gradient vector on a partial
edge faces approximately in the same direction and that the
homogeneous weight of the block covers the edge is effective
for seam carving.

In future work, we plan to find appropriate block shape,
size, and weight in each layer.

1Except for BEM and Itti’s saliency map, the color image was converted
into a gray-scale one beforehand by

g(n1, n2) = 0.2126 r(n1, n2) + 0.7152 g(n1, n2) + 0.0722 b(n1, n2)

where r(n1, n2), g(n1, n2) and b(n1, n2) denote 0 to 255 value of the red,
green, and blue channels per pixel, respectively.
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[4] R. Achanta and S. Süsstrunk, “Saliency detection for content-aware image
resizing,” in Proc. IEEE International conference on image processing
(ICIP), pp.1005-1008, 2009.

[5] J. Chen, L. Miao, and X. Liu, “Image re-targeting with balanced energy
map and foreground constraint,” World Wide Web, vol. 14, Issue 3,
pp.281–292, 2011.

[6] D. D. Conger, M. Kumar, R. L. Miller, J. Luo, and H. Radha, “Improved
seam carving for image resizing,” SiPS pp.345-349, 2010.

[7] N. Dalal and B. Triggs, “Histograms of Oriented Gradients for Human
Detection, ” in Proc. IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 886-893, 2005.

[8] D. Lowe, “Distinctive Image Features from Scale-invariant Keypoints,”
International Journal of Computer Vision (IJCV), 60(2), pp. 91-110, 2004.

[9] L. Itti, C. Koch, and E. Niebur, “A model of saliency-based visual
attention for rapid scene analysis,” IEEE Trans. Pattern Analysis and
Machine Intelligence, vol. 20, no. 11, 1998.

[10] T. Liu, J. Sun, N-N. Zheng, X. Tang, and H-Y. Shum, “Learning to
detect a salient object,” Proc. IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pp. 1-8, 2007.

[11] D. Martin, C. Fowlkes, D. Tal, and J. Malik, “A database of human
segmented natural images and its application to evaluating segmentation
algorithms and measuring ecological statistics,” in Proc. 8th Int. Conf.
Computer Vision, vol. 2, pp. 416-423, 2001.


