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ABSTRACT

The missing values in gene expression data harden subsequent analysis such as biclustering which aims to find a set of coexpressed genes across a number of experimental conditions. Missing values are thus required to be estimated before biclusters detection. Existing estimation algorithms rely on finding coherence among expression values throughout the entire genes and/or across all the conditions. In view that both missing values estimation and biclusters detection aim at exploiting coherence inside the expression data, we propose to integrate them into a single framework. The benefits are twofold, the missing value estimation can improve bicluster analysis and the coherence in detected biclusters can be exploited for better missing value estimation. Experimental results show that the integrated framework outperforms existing missing values estimation algorithms. It reduces error in missing value estimation and facilitates the detection of biologically meaningful biclusters.

Index Terms— Gene expression, missing value estimation, biclustering.

1. INTRODUCTION

DNA microarrays [1] measure gene expressions of ten thousands of genes under hundreds of experimental conditions in parallel. Unfortunately, some data may be lost due to image corruption, dust or scratches on the slides and experimental errors. The missing entries should be filled in before subsequent analysis such as clusters detection because most existing analysis tools such as hierarchical clustering are applicable to complete datasets only. Although the missing data can be acquired by repeating the experiments, it is usually not feasible due to economical reason or sometimes limitations of samples. Thus, computational-based missing value estimation is necessary and crucial.

Existing missing value estimation methods can be divided into two classes: local and global approaches [2]. Local approaches such as local least square method [3, 4] identify similar genes or similar conditions to predict missing values. Global approaches such as Bayesian principal components analysis (BPCA) [5] exploit an overall covariance within genes or experimental conditions.

Recently, Friedland et al. [6] demonstrate that a combination of missing value estimation and clustering can achieve a better estimation of missing values. However, conventional clustering methods are global in nature in which one can either find similar genes under all conditions or find similar conditions for all genes. In reality, related genes co-express over a subset of conditions only. Unlike clustering, biclustering is able to group genes and conditions simultaneously [7, 8]. In this paper, missing value estimation and biclustering are combined in a single framework in which a model-based missing values estimation is introduced for missing value refinement inside the detected biclusters. More specifically, our method iterates between missing value estimation and bicluster detection so that local information found in biclusters can be used to provide a better estimation of missing values, and the accurately estimated gene expression data can in turn facilitate the biclusters detection. As a result, the accuracy of missing value estimation and biclustering can both be enhanced at the same time.

2. BACKGROUND

Our proposed algorithm is an iterative algorithm which performs missing value estimation and biclustering alternatively. In this section, biclustering and two popular imputation methods, LLS and BPCA, are presented.

2.1. Biclustering

Biclustering can identify homogeneous patterns known as biclusters which is a subset of rows having related expression values across a subset of columns [7, 8]. One useful bicluster model is the additive model [9, 10]. Denote $b_{ij}$ as an expression value in a bicluster at position $(i,j)$, the additive model can be described as,

$$b_{ij} = \mu + \alpha_i + \beta_j + \epsilon_{ij}$$  \hspace{1cm} (1)

where $\mu$ is a constant, $\alpha_i$ is a row dependent factor, $\beta_j$ is a column dependent factor and $\epsilon_{ij}$ is the noise term. As the identification of all biclusters is a NP-hard problem [7,9], an efficient biclustering algorithm called “BiVisu” that has polynomial-time complexity [10] is adopted in our proposed
framework for missing value estimation to reduce the computational time. It is freely available at http://www.eie.polyu.edu.hk/~nflaw/Biclustering/index.html.

2.2. LLS and BPCA imputation

The local least squares (LLS) imputation [3] is a popular local estimation method that makes use of correlation among similar genes. For each target gene which contains at least one missing value, k most similar genes are first selected from the gene expression matrix. Then the target gene is regressed on these k similar genes. The regression coefficients are calculated using least squares approach which can then be used to impute the missing values.

Bayesian principal component analysis (BPCA) [5] method is another popular imputation approach. It consists of two steps: 1) PCA is applied and coefficients of target genes are estimated to predict missing values; 2) the imputed missing values are used to obtain the new PCA and coefficients. These two steps are iterated until convergence.

One of the main differences between LLS and BPCA is that LLS uses correlation in a subset of genes while BPCA considers the correlation in the whole expression matrix. However, both can achieve high performance among existing imputation algorithms.

3.3. Biclustering

Biclusters detection are applied iteratively. The procedure of the proposed algorithm is summarized in Fig. 1. First, either LLS or BPCA is used to impute all missing values in the expression matrix. Then, biclusters are detected using the BiVisu software. For all the detected biclusters, the bicluster model parameters are estimated (will be discussed in Section 3.1) and used to estimate the missing values that are inside the detected biclusters. If the average change in missing value estimation falls below a threshold or the maximum number of iterations is reached, the process is terminated. Otherwise, missing values outside the detected biclusters will be re-estimated and biclusters detection will be performed again.

3.1. Bicluster-based Estimation

An approach to obtain least squares estimates of the additive model (1) is to minimize the following term,

$$\sum \sum (y_{ij} - \alpha_i - \beta_j - \epsilon_{ij})^2$$

(2)

Equivalently, a linear regression model can be used, i.e.,

$$y_{ij} = \alpha_i + \beta_j + \epsilon_{ij}$$

(3)

where $m$ and $n$ are the numbers of rows and columns of the bicluster, $\{p_{ij}^{a,i}\}$ and $\{p_{ij}^{b,j}\}$ are indicator variables given by,

$$p_{ij}^{a,i} = \{0, i \neq i' \}$$

and

$$p_{ij}^{b,j} = \{0, j \neq j' \}$$

(4)

In order to obtain a unique solution, the following two constraints are imposed,

$$\sum \alpha_i = 0 \quad \text{and} \quad \sum \beta_j = 0$$

(5)

By using equations (3) and (5), it can be shown that

$$k_{ij} = \alpha_i x_{ij}^{a,i} + \beta_j x_{ij}^{b,j} + \epsilon_{ij}$$

(6)

where

$$x_{ij}^{a,i} = p_{ij}^{a,i} - p_{ij}^{a,m-1}, \quad i' = 1, 2, \ldots, m-1$$

$$x_{ij}^{b,j} = p_{ij}^{b,j} - p_{ij}^{b,n-1}, \quad j' = 1, 2, \ldots, n-1$$

(7)

Equation (7) can be expressed in matrix form as,

$$b = Xw + e$$

(8)

where $b$ is a $mn \times 1$ vector which is constructed by concatenating columns of the bicluster one by one, $w = (\alpha_1, \ldots, \alpha_{m-1}, \beta_1, \ldots, \beta_{n-1}, \mu)^T$ forms a $(m+n-1) \times 1$ vector of the model parameters, $X$ is a $mn \times (m+n-1)$ data matrix of variables $\{x_{ij}^{a,i}; i = 1, \ldots, m-1 \text{ and } j = 1, \ldots, n\}$ and $e$ is a $mn \times 1$ vector of noise terms. The least square solution of equation (8) is given by,

$$\hat{w} = (X^TX)^{-1}X^Tb$$

(9)

Bicluster model parameters are estimated for all the detected biclusters. Due to estimation error, some missing entries may be wrongly included in a bicluster. These destroy the bicluster homogeneity and thus affect the estimation accuracy of model parameters. To have a reliable
estimation, an outlier detection method is adopted which is based on covariance ratio statistics [11]. In particular, the covariance ratio of the \( t \)th observation is defined by,

\[
CVR_t = \frac{s^2}{\|X_t^\prime X_t\|} \frac{1}{N-1} \sum_{i=1}^{N} \left( X_t^\prime X_t \right)^{-1} s^2
\]  

(10)

where \(|A|\) denotes the cardinality of \( A \), \( s^2 \) is the estimated variance calculated from all observations, \( s^2 \) and \( X_t \) are the estimated variance and variable matrix excluding the \( t \)th observation. If \( CVR_t < 1 - 3k^*|N| \), where \( k^* = m + n - 1 \) is the number of free parameters and \( N = mn \) is the total number of observations, the removal of the \( t \)th observation can reduce the variance significantly. Thus, the \( t \)th observation is omitted in bicluster model estimation in equation (9).

4. EXPERIMENTAL RESULTS

Experiments have been performed to evaluate the proposed integrated framework. LLS [3] and BPCA [5] were integrated in the proposed framework for initialization and estimation of missing values outside biclusters. The proposed algorithm using LLS will be referred as BA-LLS while using BPCA will be referred as BA-BPCA. The experiments consisted of two real datasets: yeast cell cycle expression data measured using a factor based method (yeast_alpha) and cdc15 based method (yeast_cdc15) [12]. The sizes of yeast_alpha and yeast_cdc15 were 4489×18 and 4381×24 respectively.

Missing values were randomly assigned in the matrix so that their estimates can be compared with the true values for evaluation. For each dataset, the test was repeated five times. Furthermore, five missing rates: 1%, 5%, 10%, 15% and 20% were considered. The estimation accuracy was measured by the normalized root mean square error (NRMSE) defined as

\[
NRMSE = \sigma^{-1} \sqrt{\frac{1}{m} \sum \left( a - \hat{a} \right)^2}
\]

(11)

where \( a \) is the true value, \( \hat{a} \) is the estimate of \( a \), \( m \) is the total number of entries in the whole matrix and \( \sigma \) is the standard deviation of the matrix. The lower the NRMSE, the higher the estimation accuracy is.

4.1. Performance in NRMSE

In the experiments, biclusters are required to have at least 5 rows and 4 columns. The maximum number of iterations was set to 25. The NRMSE for the real datasets yeast_alpha and yeast_cdc15 are provided in Tables 1 and 2 respectively. As can be seen in Table 1, there is no difference in NRMSE for the algorithms with and without bicluster-based imputation at 1% missing rate. This means that the information in the detected biclusters cannot help to improve the missing value estimation. However, improvement is found for missing rate exceeding 1%. The NRMSE of BA-LLS is lower than that of LLS by 4.82% and 3.36% at 10% and 20% missing rates respectively. The NRMSE of BA-BPCA is lower than that of BPCA by 1.52% and 3.36% at 10% and 20% missing rates respectively. The improvement achieved by using the biclusters information demonstrates that the information is useful for missing value estimation. Similar observations can also be found for the real dataset yeast_cdc15 provided in Table 2.

Table 1. Comparison of NRMSE of LLS, BPCA and the proposed bicluster-based algorithms BA-LLS and BA-BPCA on yeast_alpha.

<table>
<thead>
<tr>
<th>Missing rate</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLS</td>
<td>0.0189</td>
<td>0.0901</td>
<td>0.1950</td>
<td>0.2557</td>
<td>0.3124</td>
</tr>
<tr>
<td>BA-LLS</td>
<td>0.0189</td>
<td>0.0894</td>
<td>0.1856</td>
<td>0.2456</td>
<td>0.3019</td>
</tr>
<tr>
<td>Improvement</td>
<td>0%</td>
<td>0.78%</td>
<td>4.82%</td>
<td>3.95%</td>
<td>3.36%</td>
</tr>
<tr>
<td>BPCA</td>
<td>0.0207</td>
<td>0.0932</td>
<td>0.1706</td>
<td>0.2366</td>
<td>0.2937</td>
</tr>
<tr>
<td>BA-BPCA</td>
<td>0.0207</td>
<td>0.0931</td>
<td>0.1680</td>
<td>0.2316</td>
<td>0.2887</td>
</tr>
<tr>
<td>Improvement</td>
<td>0%</td>
<td>0.11%</td>
<td>1.52%</td>
<td>2.11%</td>
<td>1.70%</td>
</tr>
</tbody>
</table>

Table 2. Comparison of NRMSE of LLS, BPCA and the proposed bicluster-based algorithms BA-LLS and BA-BPCA on yeast_cdc15.

<table>
<thead>
<tr>
<th>Missing rate</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLS</td>
<td>0.0195</td>
<td>0.1157</td>
<td>0.1815</td>
<td>0.2397</td>
<td>0.2896</td>
</tr>
<tr>
<td>BA-LLS</td>
<td>0.0195</td>
<td>0.0918</td>
<td>0.1719</td>
<td>0.2306</td>
<td>0.2790</td>
</tr>
<tr>
<td>Improvement</td>
<td>0%</td>
<td>20.66%</td>
<td>5.29%</td>
<td>3.80%</td>
<td>3.66%</td>
</tr>
<tr>
<td>BPCA</td>
<td>0.0203</td>
<td>0.0949</td>
<td>0.1672</td>
<td>0.2278</td>
<td>0.2782</td>
</tr>
<tr>
<td>BA-BPCA</td>
<td>0.0203</td>
<td>0.0927</td>
<td>0.1611</td>
<td>0.2216</td>
<td>0.2724</td>
</tr>
<tr>
<td>Improvement</td>
<td>0%</td>
<td>2.32%</td>
<td>3.65%</td>
<td>2.72%</td>
<td>2.08%</td>
</tr>
</tbody>
</table>

4.2. Performance evaluation on biclusters detection

The biclustering analysis using BiVisu was performed on the yeast_alpha datasets at 10% missing rate. The first 50 largest biclusters were considered in the analysis based on GO annotation. As shown in Fig. 2, the proposed algorithm BA-LLS has apparent improvement over LLS. The percentage of overrepresented biclusters in the case of BA-LLS is close to that obtained from the dataset with no missing value. For example, at the significance level of \( 1\times10^{-5} \), the percentage of overrepresented biclusters for BA-LLS and LLS are 42.8% and 36.8% respectively. It is 44.0% for the dataset with no missing value. Therefore, the better estimated gene expression matrix can positively affect the quality of the detected biclusters.

Fig. 2. Percentage of overrepresented biclusters at different significance levels.
4.3. Convergence evaluation

To study the convergence of the proposed integrated approach in missing value estimation and biclustering, mean absolute difference (MAD) of the consecutive estimates of missing values in the first 25 iterations using BA-LLS on the real dataset yeast_alpha at 20% missing rate is plotted in Fig. 3(a). It can be seen that the MAD generally decreases with the iteration. Fig. 3(b) shows the corresponding plot of NRMSE. It shows that the average estimation error becomes stable after 10 iterations. Hence, the maximum number of iterations was set to 25.

![Graphs showing convergence evaluation](image)

Fig. 3. Plots of (a) MAD and (b) NRMSE between consecutive estimates using BA-LLS on yeast_alpha at 20% missing rate.

5. CONCLUSIONS

In this paper, an integrated framework of biclustering and missing value estimation is proposed so that the two constituent processes can interact constructively and improve each other. In particular, our algorithm iterates between missing value estimation and biclustering. The missing values within the detected biclusters are estimated using the biclusters model while those not in the detected biclusters are estimated using existing algorithms such as LLS or BPCA. In this way, coherence inside biclusters is used to refine the missing values estimation. At the same time, an accurately imputed gene expression matrix facilitates the process of biclusters detection. Experimental results show that the proposed framework can consistently improve both missing value estimation and biclustering analysis.
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