An Investigation into Better Frequency Warping for Time-Varying Speaker Recognition
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Abstract— Performance degradation has been observed in presence of time intervals in practical speaker recognition systems. Researchers usually resort to enrollment data augmentation, speaker model adaptation, and variable verification threshold to alleviate the time-varying impact. However, in this paper, efforts have been made in the feature domain and an investigation into better frequency warping for the target task has been done. Two methods to determine the discrimination sensitivity of frequency bands are explored: an energy-based F-ratio measure and a performance-driven one. Frequency warping is performed according to the discrimination sensitivity curves of the whole frequency range. Experimental results show that the proposed features outperform both MFCCs and LFCCs, and to some extent, alleviate the time-varying impact on speaker recognition.

I. INTRODUCTION

Speaker recognition, also known as voiceprint recognition, is one kind of biometric authentication technology that can be used to automatically recognize a speaker’s identity by using speaker-specific information contained in speech waves. This technology enables access control of various services by voice [1-2]. In all these typical situations, voiceprint enrollment (speaker model training) and identity verification (utterance recognition) processes are usually separated by some period of time, which poses a possible threat to speaker recognition systems.

Although pioneer researchers in speaker recognition field believed identifiable uniqueness did exist in each voice, they, at the same time, put forward the question: whether voice changed significantly with time [3]. Similar ideas were expressed in [1][4], as they argued that a big challenge to uniquely characterize a person’s voice was that voice changes over time. Performance degradation has also been observed in presence of time intervals in practical speaker recognition systems [5-7].

It is a generally acknowledged phenomenon that speaker recognition performance degrades with time varying. From a machine learning point of view, more enrollment data lead to more representative models. Therefore, some researchers resorted to several training sessions over a long period of time to help cope with long-term variability of speech [8]. In [9], the best recognition performance was obtained when 5 sessions successively separated by at least 1 week were used to define the training set. In [10-11], the authors used a similar technique called data augmentation. This approach means, at a point when a positive identification of the candidate speaker is made, extra data is appended to original enrollment data to provide a more universal enrollment model for the candidate. This approach requires original data to be maintained for re-enrollment. Thus, a remedy is to use MAP adaptation to adapt from the original model to a new model considering new data at hand [10-11]. Both approaches received promising results. Other speaker-adaptation techniques, such as MLLR-based adaptation, can also be used to reduce the effects of model aging [12]. After adapting the speaker models on data from the intervening session, EER on the last two sessions is reduced to 1.7% from 2.5%. In these above approaches, obtaining the necessary data may require a long enrollment procedure. Therefore, together with its high efficiency, the shortcoming is also evident, as it is costly, user-unfriendly and sometimes may be unrealistic in real applications.

Apart from the efforts in enrollment data-model domain, there are also efforts in verification score domain. Some researchers observed that verification scores of genuine speakers decreased progressively as the time span between enrollment and verification increased, while impostor scores were less affected [13-14]. Thus a stacked classifier method of introducing an ageing-dependent decision boundary was applied, significantly improving long-term verification accuracy.

All the above approaches have yielded better results in face of the time-varying issue. However, they did not solve the central problem to such a typical pattern recognition task: the feature [15]. Speech signal includes features from many aspects of which not all are important for speaker identity discrimination. An ideal feature to the target task should “have large between-speaker variability and small within-speaker variability, ..., not be affected by ... long-term variations in voice.” [16-18] Therefore, we aim to extract exact speaker-specific and time-insensitive (i.e. stable across time-varying sessions) information as features. Since acoustic features are closely related to attributes of frequencies of speech signals, efforts are made in frequency band level in this paper [19].

We try to identify frequency bands that reveal high
discrimination sensitivity for speaker-specific information, while low discrimination sensitivity for time-varying session-specific information. Then during the feature extraction procedure, proper frequency warping can be done to ensure that more information is extracted from target frequency bands. Determining discrimination sensitivity is essential for the proposed approach and two ways are explored in this paper. The first one is based on the F-ratio measure, which makes use of energy information of frequency bands, while the other one based on purely experimental results of recognition performance of emphasizing each frequency band respectively. By this means, the resulting frequency warping from this proposed approach could be one step closer to an ideal one for time-varying speaker recognition.

The remainder of this paper is organized as follows. The proposed approach is detailed in Section II. A brief description of the highly-controlled voiceprint database specially designed for the time-varying issue is presented in Section III [18]. Experimental results and analysis are given in Section IV. Finally in Section V, conclusions are drawn and future research directions are suggested.

II. THE FREQUENCY WARPING APPROACH

Nowadays, Mel-Frequency Cepstral Coefficients (MFCCs) are the state-of-the-art acoustic features for two totally different speech-related tasks: speaker recognition and speech recognition. The Mel scale emphasizes lower frequencies, which are generally believed to contain more linguistic information, while suppresses higher parts, which are generally believed to contain more speaker-specific information. Therefore, it is a long-term debate whether MFCC serves as a proper frequency warping method for speaker recognition. In [20], the authors compared performance of MFCCs with that of Linear Frequency Cepstral Coefficients (LFCCs) from many aspects and their results suggested that LFCC should be more often used, which places equal emphasis both on lower and higher frequencies. Finding an optimal frequency warping method is the goal in this paper and its key point is how to determine the discrimination sensitivity for each frequency band. Two approaches are proposed below.

A. Energy-based F-ratio Measure

The F-ratio measurement [21], widely used as a criterion of feature selection in pattern recognition, has been employed in [21] to process the power spectrum of utterances and to determine the speaker discriminative score in each of frequency bands. Similarly, in our target time-varying speaker recognition task, there exist two kinds of F-ratios. One is speaker-related F-ratio (denoted as \( F_{ratio\_spk} \)), which gives the discrimination sensitivity for speaker-specific information for each frequency band just as the F-ratio used in [19]. The other one is time-varying session-related F-ratio (denoted as \( F_{ratio\_ssn} \)), which gives the discrimination sensitivity for time-varying session-specific information for each frequency band. Thus the aim is to identify frequency bands with higher \( F_{ratio\_spk} \) and lower \( F_{ratio\_ssn} \).

Suppose that the whole frequency range is divided into \( K \) frequency bands uniformly, and there are \( M \) speakers and \( S \) time-varying sessions for F-ratio calculation. Then for a given frequency band \( k \), the two kinds of F-ratios are illustrated in the following equations:

\[
F_{ratio\_spk}^k = \left( \frac{\prod_{i=1}^{M} \frac{\sum_{j=1}^{S} (\mu_i^j - \mu_s^k)^2}{\sum_{j=1}^{S} \sum_{i=1}^{M} (x_i^j - \mu_i^j)^2}}{\prod_{i=1}^{M} \frac{\sum_{j=1}^{S} (\mu_i^j - \mu_s^k)^2}{\sum_{j=1}^{S} \sum_{i=1}^{M} (x_i^j - \mu_i^j)^2}} \right)^{\frac{1}{2}}
\]

\[
F_{ratio\_ssn}^k = \left( \frac{\prod_{i=1}^{M} \frac{\sum_{j=1}^{S} (\mu_i^j - \mu_s^k)^2}{\sum_{j=1}^{S} \sum_{i=1}^{M} (x_i^j - \mu_i^j)^2}}{\prod_{i=1}^{M} \frac{\sum_{j=1}^{S} (\mu_i^j - \mu_s^k)^2}{\sum_{j=1}^{S} \sum_{i=1}^{M} (x_i^j - \mu_i^j)^2}} \right)^{\frac{1}{2}}
\]

where \( x_i^j \) is the energy of \( k \) in frame \( j \) of the speaker \( i \) in session \( s \). \( N_i \) is the frame number of speaker \( i \) in session \( s \), and \( \mu_i^j \), \( \mu_i^s \), \( \mu_s^k \) are corresponding averages calculated by the following equations:

\[
\begin{align*}
\mu_i^j &= \frac{1}{N_i} \sum_{j=1}^{S} x_i^j \\
\mu_i^s &= \frac{1}{M} \sum_{i=1}^{M} \mu_i^j \\
\mu_s^k &= \frac{1}{S} \sum_{i=1}^{M} \mu_i^j
\end{align*}
\]

Therefore, the discrimination sensitivity of the given frequency band in time-varying speaker recognition task can be illustrated as in Equ. (3).

\[
d_{s^k} = \log F_{ratio\_spk}^k - \log F_{ratio\_ssn}^k.
\]

B. Performance-driven Measure

The above measure makes purely use of the power spectrum to calculate F-ratio values. However, in actual speaker recognition systems, cepstra are in use. Is the discrimination sensitivity of the power spectrum consistent with that of its resulting cepstra? In [22], the authors calculated F-ratio values of the whole frequency range just as what had been done in [21], and similar trends were observed. Higher F-ratio values were obtained generally in higher frequency bands, unlike the Mel scale. However, MFCCs and LFCCs produced the best overall results, contrary to the observations that implied a-MFCCs (anti-MFCCs) would be better. So a performance-driven measure to determine the discrimination sensitivity may be a more direct one.

Suppose the whole frequency range is divided into \( K \) frequency bands uniformly, and there are \( S \) time-varying sessions for discrimination sensitivity calculation. Then a set of \( K \times S \) experiments should be done, with each corresponding to emphasizing one single frequency band in frequency warping using utterances from one single time-varying session. To be specific, frequency warping for each experiment is done by doubling frequency resolution of the...
target frequency band, as shown in Fig. 1 with frequency band $k$ being the target band.

![Fig. 1. The relationship between original frequency and warped frequency in two kinds of frequency warping methods](image)

The Equal Error Rate (EER) of each experiment is denoted as $eer_s^k$ for frequency bank $k$ in time-varying session $s$, which is considered to be a probable guidance towards discrimination sensitivity of the given frequency bank. For each frequency bank $k$, there exists a set of 5 EERs, corresponding to each time-varying session. The mean and standard deviation of these EERs are denoted as $\mu_s^k$ and $\sigma_s^k$, which serve as performance indicators of speaker recognition and time varying impact, separately. For the target time-varying speaker recognition task, frequency bands with lower $\mu_s^k$ (more speaker-specific) and lower $\sigma_s^k$ (less time-varying session-specific) are more preferable.

Therefore, the discrimination sensitivity of the given frequency band in time-varying speaker recognition task can be illustrated as in Equ. (4).

$$d_s^k = -\log \mu_s^k - \log \sigma_s^k.$$  \hspace{1cm} (4)

III. THE DATABASE

The time-varying voiceprint database [20] aims to examine solely the time-varying impact on speaker recognition performance. Thus recording equipments (microphone channel), software, conditions and environment are kept as constant as possible to avoid mismatches other than time-related variability, and speakers (30 female and 30 male university students) are requested to utter in a reading way with fixed prompt texts (100 Chinese sentences with varied lengths per recording session) instead of free-style conversations throughout 16 designated recording sessions in a period of approximately 3 years. Recording sessions are of gradient time intervals where initial ones are of shorter intervals and following ones of longer and longer intervals. Experiments were performed on an 8 kHz sampling rate microphone data from the first 10 sessions, and the last one was recorded nearly 1 year away from the first one.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

Following experiments were based on the state-of-the-art 1024-mixture Gaussian Mixture Model – Universal Background Model (GMM-UBM) speaker recognition system. 16 dimensional MFCCs and their first derivatives were taken as acoustic features in the baseline system. The proposed frequency warping approach also used the same configuration: 16 dimensional cepstral coefficients and their first derivatives.

Data from the time-varying voiceprint database are evenly divided into two parts (balanced in gender): one for research on discrimination sensitivity and the other one for training and verification. Speaker models were enrolled by using 3 sentences randomly selected from the 2nd session with length of about 10 seconds, and sentences (each ranging from 2 to 5 seconds) from all the 10 sessions were used for verification.

The whole frequency range (from 0 Hz to 4,000 Hz) was divided into 30 frequency bands uniformly.

B. Experimental Results of Energy-based F-ratio Measure

The discrimination sensitivity plot for all 30 frequency bands are shown in Fig. 2.

![Fig. 2. The discrimination sensitivity plot obtained from the energy-based F-ratio measure](image)

Frequency warping was done according to the above plot using the frequency resolution emphasis method depicted in Fig. 1. Experimental results of the first proposed approach are shown in Table I (Proposed Approach I).

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>A COMPARISON OF THE PERFORMANCE OF FOUR FREQUENCY WARPING METHODS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2^{nd}$ Session</td>
</tr>
<tr>
<td></td>
<td>EER (%)</td>
</tr>
<tr>
<td>MFCCs</td>
<td>4.75</td>
</tr>
<tr>
<td>LFCCs</td>
<td>4.37</td>
</tr>
<tr>
<td>Proposed Approach II</td>
<td>3.72</td>
</tr>
</tbody>
</table>

It can be seen from the above table that the proposed frequency warping approach yielded a relative reduction of 14.25% and 4.81% in average EER of all 10 sessions.
compared with MFCCs and LFCCs, respectively. However, with respect to the time-varying issue, it did not outperform LFCCs.

C. Experimental Results of Performance-driven Measure

The discrimination sensitivity plot for all 30 frequency bands are shown in Fig. 3. A value of 2.5 is added to all $d_{st}$'s to ensure that they are positive numbers.

![Fig. 3. The discrimination sensitivity plot obtained from the performance-driven measure.](image)

Frequency warping was also done according to the above plot using the frequency resolution emphasis method depicted in Fig. 1. Experimental results are shown in Table I (Proposed Approach II).

The frequency warping method based on the performance-driven measure outperformed LFCCs in standard deviation of all 10 sessions’ EERs. Comparing the two discrimination sensitivity curves, we can see that the latter one did not emphasize that much over higher frequency bands. From a physiological point of view, higher frequency bands should be emphasized, but clearly, they should not be overemphasized. An optimal frequency warping may serve as a tradeoff between MFCCs and LFCCs.

V. CONCLUSIONS

This is an endeavor into finding better frequency warping for time-varying speaker recognition. Two approaches to determine discrimination sensitivity of frequency bands are proposed and evaluated. Their resulting frequency warping methods outperform both MFCCs and LFCCs, and, to some extent, alleviate the time-varying impact in speaker recognition.

Finding an ideal frequency warping function for target task is no easy work, and further experiments are needed to test data dependency. Also, other commonly used features in speaker recognition tasks, such as LPCCs and PLPs, and their stability over time will be studied in our future research.
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