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Abstract— In this work, we decompose an input video clip into 
multiple smaller intervals, measure the quality of each interval 
separately, and apply a fusion approach to integrating these 
scores into a final one. To give more details, an input video clip is 
first decomposed into smaller units along the temporal domain, 
called the temporal decomposition units (TDUs). Next, for each 
TDU that consists of a small number of frames, we adopt a 
proper video quality metric (specifically, the MOVIE index in 
this work) to compute the quality scores of all frames and, based 
on the sociological findings, choose the worst scores of TDUs for 
data fusion. Finally, a regression approach is used to fuse 
selected worst scores from all TDUs to get the ultimate quality 
score of the input video as a whole. We conduct extensive 
experiments on the LIVE video database, and show that the 
proposed approach indeed improves MOVIE and is also 
competitive with other state-of–the-art video quality metrics. 

I. INTRODUCTION 

In recent years, photo and video sharing on the Internet 
becomes much more popular and available than before 
because of the development of social networks and digital 
mobile devices. People can share or watch videos on some 
specific websites, such as Facebook or YouTube. In addition, 
video conferences are also often used to replace face-to-face 
meeting these days. Even more video applications and 
services are expected in the near future, as a result of 
advanced video coding and communications. Therefore, how 
to assess visual quality and assure acceptable quality of 
experience (QoE) for digital images and videos in an 
objective manner become an increasingly critical and 
interesting topic in the research community. 

One obvious way to implement video quality assessment 
(VQA) is to apply a still image quality assessment metric (e.g., 
SSIM [1]) on a frame-by-frame basis. The quality of each 
frame is evaluated independently, and the global quality of the 
video sequence can be obtained by a simple time-average of 
quality scores from each frame. However, the performance of 
such methods is not satisfactory, since the important temporal 
characteristics of visual signals are not sufficiently accounted 
for. 

It is believed that considering temporal information along 
with spatial domain would improve the quality prediction 
performance [2]-[4]. For example, Wang et al. [5] applied 
SSIM to video quality assessment by employing the motion 
analysis to give different weightings to the level quality 

scores. This approach is often known as V-SSIM, which has 
been demonstrated to perform better than other methods as 
reported in the Video Quality Experts Group (VQEG) Phase I 
final report [6]. Speed-SSIM [7] is another method that 
incorporates a model of human visual speed perception [8] by 
considering the visual perception process in an information 
communication framework. Consistent improvement over 
existing VQA algorithms is observed in the validation with 
the VQEG Phase I test data set [9]. 

Moreover, National Telecommunications and Information 
Administration (NTIA) developed a VQA metric, called 
Video Quality Metric (VQM) [10]. Due to the excellent 
performance in the VQEG Phase II validation tests, VQM has 
been adopted as a national standard by the American National 
Standards Institute (ANSI) and also as International 
Telecommunications Union Recommendations [11, 12]. 

Although VQM has been introduced as the national 
standard for all applications, some efforts have been further 
made to improve the performance of video quality metrics. 
The latest, most significant and well-performed metric is 
MOtion-based Video Integrity Evaluation (MOVIE) index 
[13]. The MOVIE utilizes the optical flow estimation to 
adaptively guide spatial-temporal filtering with the three-
dimensional (3-D) Gabor filter banks. The MOVIE index is 
proved to work the best in the LIVE Video Quality Database 
[14].  

In this paper, we propose a systematic way to improve the 
existing video quality assessment method. Since MOVIE is 
known to perform very well as compared with other video 
quality metrics, we use it as the basic framework. Our idea 
can be simply sketched below. First, a video sequence is 
decomposed into smaller units, called the temporal 
decomposition unit (TDU). Then, the MOVIE index is used to 
compute quality scores in each TDU, which consists of a 
small number of frames. We choose the worst score in each 
TDU and adopt the regression approach to fuse the worst 
scores from all TDUs into a final score, which represents the 
ultimate quality of the input video. This proposed VQA model 
is called the temporal-decomposed MOVIE (TD_MOVIE). 
Another content-aware TD_MOVIE (CA-TD_MOVIE) 
metric with a variable TDU size selection mechanism based 
on the statistical property is also proposed to improve the 
performance furthermore. 



The rest of this paper is organized as follows. Section II 
describes the proposed temporal-decomposed video quality 
metric (TD_MOVIE) with the worst score selection strategy. 
Next, we present performance results and comparisons with 
several relevant existing metrics in Section III. Finally, 
concluding remarks are given in Section IV. 

II. PROPOSED VIDEO QUALITY ASSESSMENT METHOD  

Since MOVIE is proved to work quite well on the 
evaluation of video contents [13], [14], we adopt it as the 
basic framework. The methodology presented in this paper is 
expected to be extended to other video quality metrics. Before 
introducing the proposed model, we will describe the MOVIE 
metric first. 

A. MOVIE 
MOVIE consists of two parts [13], which are Spatial 

MOVIE (Smovie) and Temporal MOVIE (Tmovie), respectively. 
Consider a video sequence with N frames. Then, these two 
components of MOVIE are defined as follows: 

𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 1
𝑁𝑁
∑ 𝐹𝐹𝐹𝐹𝑠𝑠�𝑡𝑡𝑗𝑗 �𝑁𝑁
𝑗𝑗=1  ,                          (1) 

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = �1
𝑁𝑁
∑ 𝐹𝐹𝐹𝐹𝑇𝑇�𝑡𝑡𝑗𝑗 �𝑁𝑁
𝑗𝑗=1  ,                         (2) 

where FES(tj) and FET(tj) denote the frame level error indices 
for both spatial and temporal components of MOVIE at frame 
tj. The overall MOVIE index (STmovie) is then the product of 
(1) and (2): 

𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 × 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  .                        (3) 

B. Temporal Decomposition 
First, a video is decomposed into smaller units along the 

temporal domain, called the temporal decomposition unit 
(TDU). Next, MOVIE is used to compute the quality score for 
each frame in the TDU. To be able to obtain the score of each 
frame, we need to modify (3) since it only can compute the 
score for the entire video sequence. The modified MOVIE 
frame score at frame tj becomes 

𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑡𝑡𝑗𝑗 � = 𝐹𝐹𝐹𝐹𝑠𝑠(𝑡𝑡𝑗𝑗 ) × �𝐹𝐹𝐹𝐹𝑇𝑇(𝑡𝑡𝑗𝑗 ) .                  (4) 

Suppose the video sequence is divided into M equal-length 
TDUs. Then we will have 𝑛𝑛 = �𝑁𝑁

𝑀𝑀
�  frames in each TDU, 

where ⌈∙⌉ denotes the ceiling function. Let TDUi denotes the 
ith TDU. The set of quality scores in TDUi is 

𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (𝑇𝑇𝑇𝑇𝑇𝑇𝑚𝑚) = �𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑡𝑡𝑚𝑚𝑗𝑗 �| 𝑗𝑗 = 1,⋯ ,𝑛𝑛 � ,         (5) 

where 𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑡𝑡𝑚𝑚𝑗𝑗 � is the MOVIE quality score at the jth 
frame of the ith TDU. 

C. The Worst Score Selection Strategy 
According to the research conducted by sociologists, it is 

more likely for people to remember the unpleasant experience 
than the pleasant one [15]. This pattern can also be applied to 
what happened to the human perceptual quality of images and 
videos. When a test subject viewed a video, the most distorted 

video segment would attract the biggest attention from 
viewers, and this unpleasant experience is not easy to forget. 
Thus, the most distorted frame (e.g., the frame with the 
poorest score) impacts the human perception more than other 
frames. In other words, people tend to ignore the slightly 
distorted frames whenever the highly distorted frame presents. 
Since the worst video frame has the maximum MOVIE score, 
the score of temporal-decomposed MOVIE (TD_MOVIE) in 
the ith TDU is selected as 

𝑆𝑆𝑇𝑇𝑇𝑇𝑇𝑇_𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 (𝑚𝑚) = 𝑚𝑚𝑚𝑚𝑚𝑚�𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑡𝑡𝑚𝑚𝑗𝑗 �| 𝑗𝑗 = 1,⋯ ,𝑛𝑛 � ,      (6) 

which is called the worst score selection strategy. 

D. Fusion of Scores 
To fuse the scores from each TDU into one final score, we 

have tried quite a few linear and nonlinear regression methods 
and found that the simple linear regression method yields a 
reasonably good result. Thus, it is adopted in this work. 
Consider the fusion of scores 

�𝑆𝑆𝑇𝑇𝑇𝑇𝑇𝑇_𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 ,𝑘𝑘(𝑚𝑚)| 𝑚𝑚 = 1,⋯ ,𝑀𝑀� 

for video k. Then, the TD_MOVIE quality score for the kth 
video is defined as 

𝑇𝑇𝑇𝑇_𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹𝑘𝑘 = 𝑚𝑚0 + ∑ 𝑚𝑚𝑚𝑚 ∗ 𝑆𝑆𝑇𝑇𝑇𝑇𝑇𝑇_𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 ,𝑘𝑘(𝑚𝑚)𝑀𝑀
𝑚𝑚=1  .    (7) 

In the training stage, we want to find the constant term a0 
and weighting coefficients ai to minimize the difference 
between TD_MOVIEk and the differential mean opinion score 
(DMOSk). Namely, 

min
𝑚𝑚0,𝑚𝑚𝑚𝑚

|𝑇𝑇𝑇𝑇_𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹𝑘𝑘 − 𝑇𝑇𝑀𝑀𝑀𝑀𝑆𝑆𝑘𝑘 |,∀𝑘𝑘 = 1,⋯ ,𝑛𝑛1 ,        (8) 

where |. |denotes the l1 norm and n1 is the number of training 
videos. Here, DMOSk also represent the ground truth since 
they are obtained by human observers. Once a0 and ai’s are 
decided, we can use (7) to compute the quality score 
TD_MOVIEl for the lth testing video, where 𝑙𝑙 = 1,⋯ ,𝑛𝑛2 and 
where n2 represents the number of testing videos.  

To make sure the result stay unbiased, we use the n-fold 
cross-validation [16] to choose the training and testing video 
sets.  For example, we divide the entre video database into n 
sets. Only one out of n sets is used for testing, and the 
remaining sets are used for training. Then, we perform this 
procedure n time, where each video set is used as the testing 
set once. 

E. Content-Aware TD_MOVIE (CA-TD_MOVIE) 
To achieve better correlation with human subjective scores, 

we use one index based on the statistics distribution of frame 
quality scores to classify all input videos into two groups 
before temporal decomposition. The statistical index di for the 
ith video is defined as 

𝑑𝑑𝑚𝑚 =
𝑠𝑠𝑡𝑡𝑚𝑚𝑛𝑛𝑑𝑑𝑚𝑚𝑠𝑠𝑑𝑑  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡𝑚𝑚𝑚𝑚𝑛𝑛 �𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑡𝑡𝑗𝑗 �|𝑗𝑗=1,⋯,𝑁𝑁�

𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛 �𝑆𝑆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑡𝑡𝑗𝑗 �|𝑗𝑗=1,⋯,𝑁𝑁�
 .             (9) 

Intuitively, (9) represents the normalized variation of frame 
quality scores and it can be treated as one attribute of the 
underlying video content. Then, we select two different TDU 



sizes for these two groups of videos. This is called the 
content-aware TD_MOVIE and denoted by CA-TD_MOVIE, 
since the decomposition along the temporal domain (i.e., the 
number of TDUs) is based on a video content attribute, i.e., di. 

Theoretically, a larger di means a larger variation of frame 
score distribution. Consequently, we should choose a smaller 
TDU size, which yields a larger number of TDUs, in the 
decomposition. On the contrary, the group of videos with a 
smaller di value should be decomposed into a smaller number 
of TDUs. We will demonstrate the performance improvement 
with CA-TD_MOVIE in Section III.D. 

III. EXPERIMENTAL RESULTS 

A. Test Database 
To evaluate the performance of the proposed TD_MOVIE 

and CA-TD_MOVIE methods and other video quality metrics, 
we use the LIVE Video Quality Database [17]. It includes 10 
reference videos; seven of them have a frame rate of 25 fps, 
while the other three have a frame rate of 50 fps. Besides, 15 
test sequences are generated from each of the reference 
sequences using four different distortion processes. They are: 
simulated transmission of H.264 compressed bit streams 
through error-prone wireless networks and through error-
prone IP networks, H.264 compression, and MPEG-2 
compression. All videos have planar YUV 4:2:0 formats and 
768× 432 spatial resolutions. The subjective quality scores 
used in this database are differential mean opinion score 
(DMOS), ranging from 0 to 100. 

B. Test Methodology and Performance Measure  
Three indices are used to measure the performance of video 

quality metrics [6], [18]. The first index is the Pearson linear 
correlation coefficient (PLCC) between the objective and the 
subjective scores. It provides an evaluation of prediction 
accuracy. The second index is the Spearman rank order 
correlation coefficient (SROCC) between the objective and 
the subjective scores. It is considered as a measure of 
prediction monotonicity. The last index is the root-mean-
squared error (RMSE), also between the objective and the 
subjective scores. 

To account for the quality rating compression at the 
extremes of the test range, the following four-parameter, 
monotonic logistic function is used to fit the objective scores 
(VQA prediction) to the subjective scores (DMOS) before 
computing the first and second indices [6]: 

𝑓𝑓(𝑚𝑚) = 𝛽𝛽1−𝛽𝛽2
1+𝑚𝑚−(𝑚𝑚−𝛽𝛽3) |𝛽𝛽4|⁄ + 𝛽𝛽2 ,                      (10) 

where x is the objective score, f(x) is the fitted objective score, 
and parameters βj (j = 1,2,3,4) are chosen to minimize the 
least squares error between the subjective scores and the fitted 
objective scores. A better-performed quality metric should 
have higher PLCC, SROCC, and lower RMSE. 

C. TD_MOVIE 
We list the quality prediction performance of TD_MOVIE 

in Table I. In order to see the trend better, we also plot the 

PLCC performance in Fig. 1. As shown in Table I and Fig. 1, 
TD_MOVIE achieves the best performance when using five 
TDUs. Then, the performance goes down when using either a 
smaller or a larger number of TDUs. 
 

TABLE I 
PERFORMANCE MEASURE OF TD_MOVIE WHEN USING 

DIFFERENT NUMBER OF TDU 
 

     No. of  
TDUs  

 
Measure 

1 2 3 4 5 6 7 

PLCC 0.7791 0.8108 0.8110 0.8311 0.8350 0.8284 0.7934 
SROCC 0.7755 0.8053 0.7994 0.8191 0.8233 0.8198 0.7883 
RMSE 6.8811 6.4246 6.4215 6.1042 6.0397 6.1487 6.6823 
 

 
Fig. 1 PLCC performance of TD_MOVE 

 
It is known that most of the videos in this database are 10 

seconds long. Hence, each TDU corresponds to 2 seconds 
when a video is divided into five TDUs. This approximates 
the time frame for people to notice the quality change and 
make decision before forgetting what has been observed. In 
contrast, if one TDU is used, this TDU will correspond to 10 
seconds. Since it lasts too long, it is probable for people to 
forget what they saw earlier. This explains why the proposed 
TD_MOVIE metric achieves better performance when using 
TDUs with duration of about 2 seconds. In other words, when 
the test video is longer than 10 seconds (e.g., 20 seconds), we 
need to divide it into more than five TDUs (e.g., 10 TDUs). 
On the contrary, less than five TDUs (e.g., 3 TDUs) will be 
used to decompose the video with a duration shorter than 10 
seconds (e.g., 6 seconds). 

 
TABLE II 

PERFORMANCE MEASURE OF TD_MOVIE WHEN SELECTING 
DIFFERENT TYPE OF SCORES  

(5 TDUs are used for fusion) 
 

     Type of Score  
 

Measure 
Min. Mean Max. 

PLCC 0.6990 0.8015 0.8350 
SROCC 0.6581 0.7814 0.8233 
RMSE 7.8504 6.5649 6.0397 

 



To demonstrate that selecting the worst score would have 
the highest correlation with human perception as described in 
Section II.C, we also did the test on the fusion of the best 
score (i.e., minimum value of scores in (5)) and the medium 
score (i.e., mean value of scores in (5)), along with the worst 
score (i.e., maximum value of scores in (5)) in the experiment 
and show the results in Table II. As we can see from Table II, 
the worst score did offer the highest correlation with human 
subjective scores. Actually, the use of the worst score 
selection strategy has a substantial performance improvement 
over the mean and the best scores. 

D. CA-TD_MOVIE 
As mentioned in Section II.E, the CA-TD_MOVIE index is 

a content aware metric, which decides the TDU size (or the 
number of TDUs) used in temporal decomposition based on a 
video content attribute, denoted by di , which represents the 
normalized variation of frame scores. In the experiment, we 
decompose a video clip into five and four TDUs for the group 
of videos that has a larger and a smaller di values, respectively. 
Then, we repeat the TD_MOVIE quality measure process and 
show the results in Table III. 

By comparing Table II and Table III, we see a clear 
improvement of CA-TD_MOVIE over TD_MOVIE. The 
PLCC scores increase from 0.8350 to 0.8494, the SROCC 
scores increase from 0.8233 to 0.8420 and the RMSE scores 
reduce from 6.0397 to 5.7932. 

 
TABLE III 

PERFORMANCE MEASURE OF CA-TD_MOVIE 
 

Measure CA-TD_MOVIE 

PLCC 0.8494 
SROCC 0.8420 
RMSE 5.7932 

E. Performance Comparison 
 

TABLE IV 
COMPARISON OF THE PERFORMANCE OF VQA MODELS 

 
     Measure  

 
VQA  
Model 

PLCC SROCC RMSE 

PSNR 0.5465 0.5205 9.1929 
V-SSIM 0.6058 0.5924 8.7337 

VQM 0.7695 0.7529 7.0111 
QSVR 0.7924 0.7820 6.6908 

MOVIE 0.8116 0.7890 6.4130 
TD_MOVIE 0.8350 0.8233 6.0397 

CA-TD_MOVIE 0.8494 0.8420 5.7932 
 
Table IV lists the performance of all VQA models, 

including state-of-the-art quality metrics and our two new 
metrics. Among all metrics in the comparison, QSVR [19] also 
belongs to the learning-oriented metrics [20]. The best 
performed metric is highlighted in bold in Table IV. It is clear 
that the two newly proposed metrics, TD_MOVIE and CA-
TD_MOVIE, indeed improve the performance over MOVIE. 

Besides, they outperform other quality metrics in the table by 
a significant margin.  

IV. CONCLUSION AND FUTURE WORK 

In this work, we proposed a methodology to enhance the 
correlation performance of MOVIE by using temporal 
decomposition and selecting the worst scores for fusion. The 
worst score selection strategy was verified. Moreover, the 
results can be improved furthermore via adaptive TDU size 
selection based on a content aware mechanism. The 
methodology leads to new video quality metrics, called the 
TD_MOVIE and CA-TD_MOVIE. It was shown by 
experimental results that they both outperform MOVIE as 
well as other state-of-the-art video quality metrics by a 
significant margin. 

As the next step of our current research, we will apply this 
temporal decomposition methodology to other quality metrics 
to see if the performance improvement is consistent. Also, we 
will conduct more experiments on other video databases to 
verify the robustness of the proposed methodology. If this 
works, then our new methodology will benefit other VQA 
metrics, not just for the MOVIE index. 
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