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Abstract—Content Delivery Cloud (CDC) extends Content
Delivery Network (CDN) to provide elastic, scalable and low
cost services to the customers. For multimedia streaming over
CDC, caching the media content onto the edge server from
storage cloud is commonly used to minimize the latency of
content delivery. It is very important for CDN to balance between
the resources being used (storage space, bandwidth, etc) and
the performance achieved. Commercial CDNs (such as Akamai,
Limelight, Amazon CloudFront) have their proprietary cach ing
algorithms to deal with this issue. In this paper, we proposea
method to further improve the efficiency of the caching system
for scalable multimedia contents. Specifically, we notice that a
scalable multimedia content can be flexibly truncated to lower
bit rates on-the-fly based on the available network bandwidth
between the edge server to the end users. Therefore, it may not
be necessary to cache such a content at its highest quality/rate.
Based on this observation, we show that edge server can decide
an optimized truncation ratio for the cached scalable multimedia
contents to balance between the quality of the media and the
resource usage. The proposed optimized truncation algorithm
is analyzed and its efficacy in improving the efficiency of the
caching system is justified with simulation result.

Index Terms—Content delivery network, cloud storage, multi-
media streaming, caching algorithm.

I. I NTRODUCTION

Content Delivery Network (CDN) played an essential role
in assisting content providers to deliver multimedia contents
to end users efficiently. The objective and internal mechanism
of CDN are well explored by [1], [2]. Recently, the cloud
computing technology [3] has been widely used in CDN to
provide elastic, scalable and low cost services to the customers,
which extends the traditional CDN model to so called Content
Delivery Cloud (CDC) [4].

Typically, a CDN service cloud includes a number of
basic components such as storage, parallel computing engine,
controller and user front (Edge/Proxy server). The internal of
the cloud architecture is transparent to the users. The globally
deployed edge servers respond to the nearby user requests for
the contents whose physical locations are totally unaware to
the users. The controllers are responsible for retrieving the
content from the respective storage cloud and transferringit
to the edge server with guaranteed Quality-of-Service (QoS).

For cloud-based multimedia computing, including multi-
media streaming, QoS requirements in terms of bandwidth,
delay and jitter are key factors in designing a multimedia
system [5]. Numeric efforts have been done through high level
architectural design [5], [6] or Distributed File System (DFS)

specific file perfecting [7] to satisfy the QoS requirements for
media content delivery service. Practically, caching the media
content from storage cloud onto the edge server is a common
technique being widely used in CDC to effectively reduce the
latency of media content delivery.

In this paper, we propose an optimized caching algorithm
for streaming scalable encoded multimedia such as MPEG-4
SLS [8] over CDC. The scalable multimedia is encoded in
a way such that a low bit rate frame data can be generated
by truncating the data from a higher bit rate frame [9].
Therefore, one media content can be encoded into a single
source with highest bit rate, while in streaming application the
multimedia file can be further truncated on the fly to lower
bit rate before sent to end users. The actual bit rate is thus
determined by a truncation ratioλ depending on the available
network bandwidth from the edge server to the users. We
take advantage of this scalable feature to further improve the
efficiency of existing caching algorithms in CDC, where the
quality of the scalable multimedia file being cached in the edge
server is determined based on the network conditions from the
edge server to the users. In the proposed algorithm, both the
utility function of scalable media as a function of bit-rateand
the cost of transmitting and storing the media files from storage
cloud onto the edge server are considred to achieve the best
balance between the service quality and its associated cost. In
this paper, the optimal truncation ratio for the scalable media is
formulated as stochastic optimization problem and a solution
to this problem is given followed by numerical analysis to the
solution. The efficiency of the proposed algorithm is justified
with simulation result.

The rest of this paper is organized as follows. The for-
mulation of the problem of optimal initial truncation ratio
determination is given in Section II and a solution based
on stochastic optimization is given. The proposed solution
are further analyzed in Section III where some interesting
properties of the proposed solution are given. Numerical
simulation results are given in Section IV. Finally, this paper
is concluded in Section V.

II. PROBLEM FORMULATION AND SOLUTION

We assume that all the scalable multimedia files are stored
in storage cloud initially. Upon receiving request by the first
end user, a multimedia file will be fetched from the storage
cloud to the edge server, and streamed to the end user by the
edge server. The multimedia file will be stored in the cache
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Fig. 1. Conceptual model.

system on the edge server, and will be used by the edge server
to serve further requests from end users. An initial truncation
ratio0 < λ ≤ 1 will be determined for the scalable multimedia
when it is fetched from the storage cloud. Supposing that there
areN end users who request the same media source before it
is deleted from the cache memory, the actual rates at which
this content is sent to the end users will be dependent on
the available streaming bandwidth, which is denoted byBn,
n = 1, . . . , N . Typically, an adaptive streaming module [9] is
implemented on the edge server, which will decide a truncation
radioλ∗

n
, n = 1, . . . , N for the scalable multimedia content for

each usern so that the final streaming data rate doesn’t exceed
the available network capacity. Fig. 1 gives a conceptual model
of the problem.

Clearly, if the edge server fetches highest quality media
files from the storage cloud, and the bandwidths during actual
streaming sessions are always lower than the data rate of the
media files stored in the cache system, the scalable media
files have to be further truncated before they are sent to the
users. We can see that in such a case, the cloud resources
such as storage space of cache system and/or the transmission
bandwidth between storage cloud and the edge server are
wasted. We call it over caching, which is illustrated in Fig.2
wheref(k), k ∈ K is the bit-rate ofk-th frame of the media
source andb(k), k ∈ K is the network bandwidth between
the edge server and the end user at the time whenk-th frame
is being transmitted from the edge server to the client. Here
K is the set of all frames from a multimedia file.

On the other hand, if the edge server is very conservative
in terms of cloud resource usage, and stores only low quality
media files; while the network bandwidths between edge server
and end users are higher than the rates of the media file stored
in the cache, it is not possible for the edge server to raise the
media quality on the fly. In that case, the system performance
is reduced in terms of the quality of the multimedia content
being sent to the end user.

In this research we will study how the initial truncation ratio
λ can be optimally determined based on the statistics of the
network conditions between edge server and end users. We
will see that the problem can be formulated as a stochastic
optimization where the optimal initial truncation ratioλ can
be selected to maximize the expected benefits considering both
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Fig. 2. Illustration of over caching.

the utility of the multimedia files, and the cloud system costs.

A. Bandwidth Distribution

During a streaming session, the available network band-
width between the edge server and an end user can be
estimated in real-time using existing tools and algorithms[10],
[11]. Unfortunately, it is in general not possible to predict
all the available bandwidth forN end users at the time
of determining the initial truncation ratioλ. Instead, in the
proposed algorithm, the initial truncation ration is determined
from the empirical probability distribution of available stream-
ing bandwidth which can be established by the edge server
from historical data during its operation. We assume such
a distribution is given by a probability distribution function
f(B).

B. Utility Function of Multimedia Files

Considering an adaptive streaming scenario given in Fig. 1,
the user can get gain by successfully receiving the multimedia
file, and the gain is determined by the quality of the received
multimedia file. LetF be the media frame rate for scalable
multimedia file at its highest quality, andλ∗F is the rate at
which the edge server is sending to the end user. Thus, the gain
function is a function ofλ∗ with the following limitations:

λ∗ ≤ λ, (1)

and
λ∗F ≤ B, (2)

whereB is the data rate available for streaming between the
edge server and end user, andλ is the initial truncation ratio
of the cached multimedia file.

Now we are ready to define the utility function for the
optimization problem. Considering both the gain function and
the cost such as the usage of the CDN’s network bandwidth
and the storage on the edge server, the utility of caching a
scalable multimedia file is actually given by:

U = g(λ∗)− c(λ), (3)

whereg(λ∗) andc(λ) are, respectively, the gain function and
the cost when the multimedia file is stored at the edge server
using λ as the initial truncation ratio, and streaming to end



user when it is further truncated toλ∗. The utility function
may be simplified as

U = g(λ∗)− γλ, (4)

if we further assume that the cost is a linear function of the
data rate or the size of the cached multimedia file, which
is determined by the initial truncation ratioλ. Here γ is
a constant representing the unit cost with respect to the
multimedia file.

Although there are different models to characterize the
quality-rate relationship for different audio and video coding
standards, a common characteristic is that the perceptual
quality is a non-linear monotonically increasing and convex
function of the rate. Typically, a logarithm function is a
close match to such relationship [12]. Furthermore, since
0 < λ∗ ≤ 1, in this paper we use a quadratic Macraurin
expansion to approximate the gain functiong(λ∗) although it
is straightforward to extend the result to other types of gain
functions. By ignoringO3(λ∗) and above, the gain function
is given by :

g(λ∗) = αλ∗(2− λ∗), (5)

whereα is a parameter representing the maximum utility of
the multimedia file whenλ∗ = 1.

C. Optimized Initial Truncation Ratio

Now we turn our attention to the problem of determining
the optimal initial truncation ratioλ of the scalable multimedia
file cached in the edge server for utility maximization. since
truncation ratioλ∗ is determined by the edge server in real-
time depending on the network conditions, which is in general
unknowna priori whenλ is determined, it is not possible to
find aλ that maximizes the actual utility functionU . Instead,
we maximize its expected value with respect to the distribution
of the bandwidth from the edge server to its clients. Therefore,
the optimization problem is given as follows:

max E {U} , (6)

s.t. λ∗F ≤ B,

λ∗ ≤ λ,

whereE {·} is statistical expectation. Substituting (5) and (4)
into the optimization problem (6), it can be shown that the
optimal solution is given by the following equation:

(1− λ)[1 − Φ(λ)] =
β

2
, (7)

where Φ(λ) =
∫ λF

0
f(B)dB is the cumulative distribution

function of the bandwidthB, and β = γ/α is a weighting
coefficient that determines the trade-off between the gain to
the end user in terms of the quality of the streaming service
and the costs associated with the usage of the network and
storage resources of the cache system. Numerical solution for
this problem is possible once the probability distributionof B
is identified.

III. A NALYSIS OF THE OPTIMAL SOLUTION

In this section, we analyze the optimal solution ofλ.
For simplicity, we assume that the network bandwidthB is
Gaussian with meanµ and standard deviationσ although it
is straightforward to extend the result to other distributions.
From (7) it can be seen that the optimalλ will depends on four
parameters, namely, the mean (µ) and the standard deviation
(σ) of the bandwidth distribution, the weighting coefficient
(β) of the utility function, and the original (highest quality)
rate (F ) of the media source on the storage cloud. Fig. 3 - 6
illustrated their effects on the resulting optimized truncation
ratio respectively.
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A. Bandwidth Distribution Parametersµ and σ

In this analysis, we fix the original media rateF to
1000kbps and observe the effect of bandwidth variation onto
the optimized solution. Fig. 3 shows that at low end of network
bandwidth, the resulting optimized truncation ratioλ is almost
linearly proportional toµ, while λ tends to a maximum value
which is affected by the weighting coefficientβ if µ keeps
increasing. The linearly proportional relationship is highly
anticipated because it shows that the optimized truncation
ratio λ is, indeed, related to the average available streaming
bandwidth in particular in a low bandwidth environment. It
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also shows that in cases where network bandwidth is sufficient,
the optimized truncation ratioλ will be only determined by
the weighting coefficientβ. For example, whenβ = 1, the
optimized truncation ratioλ approaches 0.5. From Fig. 4 we
can see that if the available streaming bandwidth has less
variation (smallerσ), the resulting truncation ratio will be
capped at a small value whenβ is greater than one to keep low
cost. Usually the bandwidth of a 3G wireless network is very
fluctuating with largeσ, in that case we can see thatλ is almost
inverse proportional toσ, i.e., the more unpredictable of the
network bandwidth, the system will become more conservative
with smaller optimized truncation ratios.

B. Weighting Coefficientβ

In this analysis, we also fix the original media rateF to 1000
kbps, Fig. 5 shows that if the CDN would like to increase end
users gain by using smallerβ, λ will be mainly determined by
µ; while if the CDN would like to save more costs with larger
β, λ tends to be not affected byµ and keeps at a reasonably
small value.

C. Original Media RateF

In this analysis, we fixµ to 500kbps. It can be seen from
Fig. 6 that ifµ is sufficiently large compared to the full media
rateF , thenλ will be capped at a value determined mainly

Fig. 7. Comparison ofOCR at F=600kbps andσ=100

Fig. 8. Comparison ofOCR at F=600kbps andµ=300kbps

by β; while for largeF , λ will be almost inverse linearly
proportional toF .

IV. SIMULATION RESULTS

So far we have shown the solution to the optimized initial
truncation rate and analyzed the effects of a number of
parameters on the solution. In this section, we further evaluate
how much improvement on the over caching being discussed
in section II that the optimized method can achieve, compared
with non-optimized full size caching method. First, we define
the Over Caching Rate (OCR) as following:

OCRn(k) =

{

[f(k)− bn(k)]/f(k), f(k) ≥ bn(k)
0, f(k) < bn(k)

(8)

wherek ∈ K is the k-th of total K frames in the scalable
multimedia file andn ∈ N refers ton-th of totalN end users.
Next, we simulate 1000 end users requesting for a same media
source (which is a 6 minute long music scalably encoded by
MPEG-4 SLS) under randomly generated network bandwidth
from a Gaussian distribution. The average media frame rate is
around 600 kbps. We calculate theOCR frame by frame for
all 1000 end users. Finally we sum up theOCR for all end
users as following:

OCRtotal =
1

N

N
∑

n=1

[
1

K

K
∑

k=1

OCRn(k)], (9)



The simulation results are shown by Fig. 7 and Fig. 8. In
Fig. 7, we fixed the standard deviation of network bandwidth
atσ = 100, it can be seen that theOCR has been significantly
reduced especially at lower end of bandwidth mean value. E.g.
it reducedOCR from 0.5028 to 0.0332 atµ = 300 kbps
when β=1, more than 15 times improvement. In Fig. 8, we
fixed the mean value of network bandwidth at 300 kbps and it
shows that the standard deviation has much less effect on the
OCR especially for the non-optimized case. It can be seen
that with the increasing of bandwidth standard deviation, the
improvement of the optimized method on theOCR becomes
less significant, e.g., from more than 15 times improvement at
standard deviationσ = 100 to only about 2.9 times at standard
deviationσ = 300 whenβ=1.

V. CONCLUSIONS

We show in this paper that for scalable multimedia stream-
ing over CDC, the scalability feature of scalable multimedia
can be leveraged to perform a partial data retrieval from the
storage cloud to achieve best trade-off between service quality
and effective usage of network and storage resource of the
edge server. The optimal truncation ratio can be formulated
as a utility maximization problem considering both the gain
function to the end users, and the cost associated with the
cache system. The problem can be solved numerically by
the edge server once the statistics of the network conditions
between the edge server and end users are knowna priori. The
benefits of the proposed solution is justified using simulations
assuming quadratic gain function and Gaussian distributed
bandwidth available for streaming.
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