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Abstract—Content Delivery Cloud (CDC) extends Content specific file perfecting [7] to satisfy the QoS requirements f
Delivery Network (CDN) to provide elastic, scalable and low media content delivery service. Practically, caching trezlia
cost services to the customers. For multimedia streaming ev content from storage cloud onto the edge server is a common

CDC, caching the media content onto the edge server from . . h . .
storage cloud is commonly used to minimize the latency of technique being widely used in CDC to effectively reduce the

content delivery. It is very important for CDN to balance between latency of media content delivery.
the resources being used (storage space, bandwidth, etc)can In this paper, we propose an optimized caching algorithm

the performance achieved. Commercial CDNs (such as Akamai, for streaming scalable encoded multimedia such as MPEG-4
Limelight, Amazon CloudFront) have their proprietary caching SLS [8] over CDC. The scalable multimedia is encoded in

algorithms to deal with this issue. In this paper, we proposea .
method to further improve the efficiency of the caching syste a way such that a low bit rate frame data can be generated

for scalable multimedia contents. Specifically, we noticenat a DY truncating the data from a higher bit rate frame [9].
scalable multimedia content can be flexibly truncated to lowr Therefore, one media content can be encoded into a single

bit rates on-the-fly based on the available network bandwidh source with highest bit rate, while in Streaming app“mmm
between the edge server to the end users. Therefore, it may o, iimegia file can be further truncated on the fly to lower

be necessary to cache such a content at its highest qualitste. . . .
Based on this observation, we show that edge server can deeid bit rate before sent to end users. The actual bit rate is thus

an optimized truncation ratio for the cached scalable multmedia determined by a truncation ratiodepending on the available
contents to balance between the quality of the media and the network bandwidth from the edge server to the users. We

resource usage. The proposed optimized truncation algofitm take advantage of this scalable feature to further imprbee t
is analyzed and its efficacy in improving the efficiency of the efficiency of existing caching algorithms in CDC, where the
caching system is justified with simulation result. . . et . .

Index Terms—Content delivery network, cloud storage, multi- quality _Of the scglable multimedia file being CaCh?(_j in thgeed
media streaming, caching algorithm. server is determined based on the network conditions fr@m th
edge server to the users. In the proposed algorithm, both the
utility function of scalable media as a function of bit-rated
the cost of transmitting and storing the media files fromesjer

Content Delivery Network (CDN) played an essential roleloud onto the edge server are considred to achieve the best
in assisting content providers to deliver multimedia catge balance between the service quality and its associatedlnost
to end users efficiently. The objective and internal medmani this paper, the optimal truncation ratio for the scalableliaés
of CDN are well explored by [1], [2]. Recently, the cloudformulated as stochastic optimization problem and a smiuti
computing technology [3] has been widely used in CDN t@ this problem is given followed by numerical analysis te th
provide elastic, scalable and low cost services to the muts, solution. The efficiency of the proposed algorithm is justfi
which extends the traditional CDN model to so called Conteffith simulation result.

Delivery Cloud (CDC) [4]. The rest of this paper is organized as follows. The for-
Typically, a CDN service cloud includes a number ofulation of the problem of optimal initial truncation ratio
basic components such as storage, parallel computing @ngiietermination is given in Section Il and a solution based
controller and user front (Edge/Proxy server). The inteafia on stochastic optimization is given. The proposed solution
the cloud architecture is transparent to the users. Thealijob are further analyzed in Section 1l where some interesting
deployed edge servers respond to the nearby user requestpfoperties of the proposed solution are given. Numerical
the contents whose physical locations are totally unawaredimulation results are given in Section IV. Finally, thisppa

the users. The controllers are responsible for retrievirgy tis concluded in Section V.
content from the respective storage cloud and transfeiting
to the edge server with guaranteed Quality-of-Service §QoS Il. PROBLEM FORMULATION AND SOLUTION

For cloud-based multimedia computing, including multi- We assume that all the scalable multimedia files are stored
media streaming, QoS requirements in terms of bandwidth,storage cloud initially. Upon receiving request by thetfir
delay and jitter are key factors in designing a multimediend user, a multimedia file will be fetched from the storage
system [5]. Numeric efforts have been done through high levdoud to the edge server, and streamed to the end user by the
architectural design [5], [6] or Distributed File SystemR®) edge server. The multimedia file will be stored in the cache

I. INTRODUCTION
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Fig. 1. Conceptual model. Fig. 2. lllustration of over caching.

system on the edge server, and will be used by the edge sethgy utility of the multimedia files, and the cloud system sost
to serve further requests from end users. An initial truiocat . o
ratio0 < \ < 1Wi||qbe determined for the scalable muItimediaA' Bandwidth Distribution
when it is fetched from the storage cloud. Supposing thaethe During a streaming session, the available network band-
are N end users who request the same media source beforeifith between the edge server and an end user can be
is deleted from the cache memory, the actual rates at whiggtimated in real-time using existing tools and algorit/ib,
this content is sent to the end users will be dependent Brl]. Unfortunately, it is in general not possible to predic
the available streaming bandwidth, which is denotediyy all the available bandwidth forV end users at the time
n=1,...,N. Typically, an adaptive streaming module [9] ig°f determining the initial truncation ratia. Instead, in the
implemented on the edge server, which will decide a trunoatiProposed algorithm, the initial truncation ration is detéred
radioA*,n = 1,..., N for the scalable multimedia content forfrom the empirical probability distribution of availableesam-
each user so that the final streaming data rate doesn't exceétf bandwidth which can be established by the edge server
the available network capacity. Fig. 1 gives a conceptualeho from historical data during its operation. We assume such
of the problem. a distribution is given by a probability distribution fum
Clearly, if the edge server fetches highest quality medid B)-
files frqm the stprage cloud, and the bandwidths during &ct ' Utility Function of Multimedia Files
streaming sessions are always lower than the data rate of the
media files stored in the cache system, the scalable mediéonsidering an adaptive streaming scenario given in Fig. 1,
files have to be further truncated before they are sent to thé user can get gain by successfully receiving the multined
users. We can see that in such a case, the cloud resouft®sand the gain is determined by the quality of the received
such as Storage space of cache System and/or the trans‘rn|§§‘6|t|med|a file. LetF be the media frame rate for scalable
bandwidth between storage cloud and the edge server Brdltimedia file at its highest quality, ank"F" is the rate at
wasted. We call it over caching, which is illustrated in Fag. Which the edge server is sending to the end user. Thus, the gai
where f(k), k € K is the bit-rate oft-th frame of the media function is a function of\* with the following limitations:
source and(k), k € K is the network bandwidth between <\ (1)
the edge server and the end user at the time whtnframe -
is being transmitted from the edge server to the client. Hesad
K is the set of all frames from a multimedia file. MF < B, )
On the other hand, if the edge server is very conservative
in terms of cloud resource usage, and stores only low quamshereB is the data rate available for streaming between the
media files; while the network bandwidths between edge ser@lge server and end user, akds the initial truncation ratio
and end users are higher than the rates of the media file sta?b¢he cached multimedia file.
in the cache, it is not possible for the edge server to raise th Now we are ready to define the utility function for the
media quality on the fly. In that case, the system performan@gtimization problem. Considering both the gain functionl a
is reduced in terms of the quality of the multimedia contefie cost such as the usage of the CDN’s network bandwidth

being sent to the end user. and the storage on the edge server, the utility of caching a
In this research we will study how the initial truncationicat Sc@lable multimedia file is actually given by:
A can be optimally determined based on the statistics of the U= g(\*) — ¢\, 3)

network conditions between edge server and end users. We

will see that the problem can be formulated as a stochastibereg(\*) andc(\) are, respectively, the gain function and
optimization where the optimal initial truncation ratiocan the cost when the multimedia file is stored at the edge server
be selected to maximize the expected benefits considerihg basing A as the initial truncation ratio, and streaming to end



user when it is further truncated to*. The utility function I1l. ANALYSIS OF THEOPTIMAL SOLUTION

may be simplified as In this section, we analyze the optimal solution &f
U = g(A*) — 7\ @) For simplicity, we assume that the network bandwidthis
=9 T Gaussian with meap, and standard deviatios although it

if we further assume that the cost is a linear function of tHg Straightforward to extend the result to other distribns.

data rate or the size of the cached multimedia file, whidtfom (7) it can be seen that the optimalill depends on four

is determined by the initial truncation ratid. Here v is Parameters, namely, the mea) @nd the standard deviation

a constant representing the unit cost with respect to t(@ of the bandwidth distribution, the We|ght|ng coefficient

multimedia file. (8) of the utility function, and the original (highest quality
Although there are different models to characterize tf@t€ () of the media source on the storage cloud. Fig. 3 - 6

quality-rate relationship for different audio and videadgy lustrated their effects on the resulting optimized tration

standards, a common characteristic is that the percept(@O respectively.

quality is a non-linear monotonically increasing and conve

function of the rate. Typically, a logarithm function is a

0.7

B=12

close match to such relationship [12]. Furthermore, since o6r p=11 ]

-

0 < A* < 1, in this paper we use a quadratic Macraurin
expansion to approximate the gain functigf\*) although it

is straightforward to extend the result to other types ohgai
functions. By ignoringO3(\*) and above, the gain function

is given by :
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g(\*) = aX (2= )\"), (5) 02
where« is a parameter representing the maximum utility of *
the mu'tlmedla flle When\* = 1 O0 160 260 360 4(;0 560 660 760 800

Mean Value of Network Bandwidth

C. Optimized Initial Truncation Ratio

Now we turn our attention to the problem of determining Fig. 3.2 = yu relationship

the optimal initial truncation ratio of the scalable multimedia
file cached in the edge server for utility maximization. sinc
truncation ratio\* is determined by the edge server in real-
time depending on the network conditions, which is in gehera
unknowna priori when X is determined, it is not possible to
find a A that maximizes the actual utility functiaii. Instead,
we maximize its expected value with respect to the distidiout
of the bandwidth from the edge server to its clients. Thesfo
the optimization problem is given as follows:

Optimal Truncation Ratio

max FE{U}, (6)
st. ANF < B,
AF <, %% 100 200 300 200 500

Standard Deviation of Network Bandwidth

whereE {-} is statistical expectation. Substituting (5) and (4)
into the optimization problem (6), it can be shown that the
optimal solution is given by the following equation:

Fig. 4. A\ — o relationship

A. Bandwidth Distribution Parameters and o

B
A= -eN)]= 3, (7)  In this analysis, we fix the original media ratg to
1000kbps and observe the effect of bandwidth variation onto
where &(\) = ;J’\F f(B)dB is the cumulative distribution the optimized solution. Fig. 3 shows that at low end of nekwor

function of the bandwidthB, and 8 = v/« is a weighting bandwidth, the resulting optimized truncation ratiés almost
coefficient that determines the trade-off between the gain linearly proportional ta:, while A tends to a maximum value
the end user in terms of the quality of the streaming servieghich is affected by the weighting coefficiegt if 1 keeps
and the costs associated with the usage of the network amcreasing. The linearly proportional relationship is Hiig
storage resources of the cache system. Numerical soluion dnticipated because it shows that the optimized truncation
this problem is possible once the probability distributadnB  ratio A is, indeed, related to the average available streaming
is identified. bandwidth in particular in a low bandwidth environment. It
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also shows that in cases where network bandwidth is sufficie®Y #; While for large F', A will be almost inverse linearly
the optimized truncation ratia will be only determined by Proportional tof".

the_vv_eighting cogfficien_ﬁ. For example, wherg = 1, the IV. SIMULATION RESULTS

optimized truncation ratio approaches 0.5. From Fig. 4 we So far we have shown the solution to the optimized initial

can see that i the available §treaming t_)andwi_dth has I%?&ncation rate and analyzed the effects of a number of
\ég:gg?jnat(zn;ﬂlaeﬁglJze\/vrzgﬂt;nrge;[reurnt%aat;\ognrea::)OkZVeIzIL I?) 3vparameter§ on the solution. In this section,_ we fu_rthen@lal
how much improvement on the over caching being discussed

EOSI' Ut_sually_t:]hle band_W|tdhthtof a 3G wireless ?r:at.\élorlk IS \t/eri}‘n section |l that the optimized method can achieve, contbare
uctuating with 'arge, In that case we can see almost - jith non-optimized full size caching method. First, we defin

inverse proportional ta@r, i.e., the more unpredictable of thethe Over Cachina Rat&XCR) as followina:
network bandwidth, the system will become more consergativ 9 CR) g

with smaller optimized truncation ratios. _ [ [f(k) = bu(K)]/ f(K), f(k) = bn(k)
’ ocr) = { 0. Fk)<butky @
B. Weighting Coefficient wherek € K is the k-th of total K frames in the scalable
In this analysis, we also fix the original media réteéo 1000 multimedia file andh € N refers ton-th of total N end users.
kbps, Fig. 5 shows that if the CDN would like to increase endext, we simulate 1000 end users requesting for a same media
users gain by using smallgr A will be mainly determined by source (which is a 6 minute long music scalably encoded by
p; while if the CDN would like to save more costs with largeMPEG-4 SLS) under randomly generated network bandwidth
B, A tends to be not affected by and keeps at a reasonablyfrom a Gaussian distribution. The average media frame sate i
small value. around 600 kbps. We calculate the' R frame by frame for
. _ all 1000 end users. Finally we sum up t&'R for all end
C. Original Media RateF’ users as following:
In this analysis, we fix. to 500kbps. It can be seen from N K
Fig. 6 that if i« is sufficiently large compared to the full media OC Riptal = L Z[i Z OCR, (k)] (9)
rate F', then A will be capped at a value determined mainly N 1 K 1



The simulation results are shown by Fig. 7 and Fig. 8. In1] C. Casetti, M. Gerla, S. Mascolo, M. Y. Sanadidi, , andVRang, “Tcp

Fig. 7, we fixed the standard deviation of network bandwidth ~Westwood: Bandwidth estimation for enhanced transport eueeless
— 100. it can be seen that th@C' R has been significantl links,” in Proceedings of ACM MOBICOM QDuly 2001.
ato = o ignim y [12] Y. Chen, B. Wang, and K. Liu, “Multiuser rate allocatiagames for

reduced especially at lower end of bandwidth mean value. E.g multimedia communications/EEE Trans. on Multimediavol. 11, pp.
it reducedOCR from 0.5028 to 0.0332 at = 300 kbps 1170 - 1181, Oct. 2009.
when =1, more than 15 times improvement. In Fig. 8, we

fixed the mean value of network bandwidth at 300 kbps and it

shows that the standard deviation has much less effect on the

OCR especially for the non-optimized case. It can be seen

that with the increasing of bandwidth standard deviatibie, t

improvement of the optimized method on th&” R becomes

less significant, e.g., from more than 15 times improvement a

standard deviatioa = 100 to only about 2.9 times at standard

deviationo = 300 when 3=1.

V. CONCLUSIONS

We show in this paper that for scalable multimedia stream-
ing over CDC, the scalability feature of scalable multinaedi
can be leveraged to perform a partial data retrieval from the
storage cloud to achieve best trade-off between servicktyjua
and effective usage of network and storage resource of the
edge server. The optimal truncation ratio can be formulated
as a utility maximization problem considering both the gain
function to the end users, and the cost associated with the
cache system. The problem can be solved numerically by
the edge server once the statistics of the network condition
between the edge server and end users are kiagwiori. The
benefits of the proposed solution is justified using simareti
assuming quadratic gain function and Gaussian distributed
bandwidth available for streaming.
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