Abstract—The paper presents a fully distributed framework for sequential recursive state estimation in inter-connected electrical power systems. Specifically, the setup considered involves a grid partitioned into multiple control areas that communicate over a sparse communication network. In the absence of a global sensor data fusion center (the conventional centralized SCADA) and with sensing model uncertainties, an adaptive distributed state estimation approach, the $DAE$, is proposed in which the system control areas engage in a collaborative joint (model) learning and (state) estimation procedure through sequential information exchange over the pre-assigned communication network. The proposed distributed estimation methodology is recursive, in that, each system control area refines its state estimate at a given sampling instant by suitably combining its past estimate with the newly collected local measurement(s) and the information obtained from its communication neighbors. Under rather weak assumptions of global observability and connectivity of the control area communication network, the proposed distributed adaptive scheme is shown to yield consistent system state estimates (i.e., estimates that converge to the true system state in the large sample limit), the convergence rate being optimal in the Fisher information sense. As discussed, the proposed approach based on local communication and computation is suitable for real-time implementation as opposed to conventional centralized SCADA based estimation architectures with periodic data gathering and processing, thus being potentially more responsive and adaptive to sensed data generated by advanced non-conventional sensing resources like the PMUs with significantly higher system sampling rates.

I. INTRODUCTION

A. Motivation

With the continued penetration of highly intermittent and vastly distributed wind and solar renewables, the power grid is rapidly evolving towards a complex interconnect of heterogeneous distributed modules. While this offers huge potential to sustain our increasing energy needs, it necessitates a massive transformation of the existing highly centralized system to a distributed and responsive intelligent grid that will carefully exploit the opportunities offered by advances in power electronics, active load management, smart metering and communication-computation technologies ([1], [2]). Technically, enabled by advanced control, communication, and computation, wide area monitoring systems (WAMS) of the future will likely involve large numbers of fast information gathering and processing devices [3]. Institutionally, the power industry deregulation has led to the creation of multiple regional control areas (CAs), each only operating a fraction of the large interconnected power grid [4]. The technical and institutional changes suggest the need for more decentralized estimation and control in wide area power system operations [5].

The future operation paradigm will be largely based on distributed transactions and energy management, thus requiring pervasive system intelligence for efficient decision-making. The design of distributed state estimators is indeed key to providing such ubiquitous intelligence and sustaining the evolving demands and functionalities of the grid [6], [7], [8], [9], [10], [11], [12]. In particular, while large power interconnections such as the eastern/western interconnections are usually operated by several CAs, advanced applications such as WAMS and control require the state of the entire system to be available at all the CAs [13], [5]. Indeed, the conventional power system state estimation paradigm, in which centralized supervisory control and data acquisition (SCADA) systems periodically (roughly in intervals of about 5 minutes, see, for example, the New England ISO [14]) collect network-wide measurements through remote terminal units (RTUs), needs to be transformed into a centerless distributed platform where in real-time the different CAs exchange information to engage in a collaborative sequential state estimate update process. This is further motivated by the incorporation of non-conventional sensing resources in the grid, notably phasor measurement units (PMUs) [15] and intelligent electronic devices (IEDs) [16], [17], that are more accurate with considerably higher system sampling rate and that further provide real-time system information in terms of local protection and control data. Thus, for real-time system state monitoring, these heterogenous sensing data (with higher sampling rates) should be processed as and when they are captured, rather than communicating the huge volume of measured data to a center periodically. Clearly, a distributed approach is more appealing in this regard, as it is based on real-time information sharing among the CAs through peer-to-peer exchanges\textsuperscript{1} leading to sequential estimate refinement as and when new information enters the system.

The traditional centralized SCADA based state estimation [19], [20] and bad data detection [21], [22] approaches

\textsuperscript{1}Note that inter-agent communication is typically much faster than synchronized data forwarding to a central SCADA and several real-time peer-to-peer type communication architectures are already in place, for example, the IEC 61850 standard, a protocol for inter-IED communication [18].
that are based on periodic snapshots of the system using conventional low sampling rate measurements are clearly unable to exploit the potentials offered by the non-conventional sensing resources with much faster sampling rates. For example, each PMU is capable of obtaining samples of the order of hundreds per second [23] rendering the transmission of all network measurements to a center periodically almost infeasible. Moreover, for efficient processing of the sensed measurements and real-time estimate update, a sequential information processing approach that fuses new data as soon as it is acquired is preferred over a periodic batch processing approach. Similarly, conventional approaches to mitigate the effect of corrupted measurements (resulting, for instance, from sensing anomalies) on the estimation performance, often called bad data detection and localization techniques, are essentially small-sample statistical tests based on normalized chi-squared residuals [21], [22], or more involved techniques such as combinatorial group testing [24] and hypothesis testing identification [25]. In general, the information content of a sensing resource may not be well predicted from a single sample and better results are likely to be obtained by studying their long term trend or large sample characteristics. Especially, given the abundance of sensing resources in the future grid with higher sampling rates, more general real-time sequential learning approaches should be adopted in order to reassess the contextual value of sensed information, so that the measurement data may be appropriately fused to yield more accurate state estimates.

Motivated by the challenges and requirements in the future smart grid, in this paper we consider adaptive and distributed state estimation procedures that: (1) exploits in real-time the sensing diversity offered by non-conventional sensing resources with higher accuracy and faster system sampling rate; (2) adapts to (stochastic) uncertainties in the information content of the sensing resources through online learning in conjunction with the estimation procedure, so as to effectively combine (fuse) the sensed data from different sensing methodologies by properly weighting their measurements; and (3) provides pervasive network-wide intelligence to improve the performance of the local protection units and controllers by appropriately distributing the information processing and communication overhead among the various network entities.

The rest of the paper is organized as follows. We start by introducing the distributed measurement model (with sensing uncertainties) resulting from a geographically distributed spread system of interest partitioned into several control areas (CAs) in Section II. As a benchmark for future comparison, in the same section, we further quantify the estimation performance of a hypothetical real-time centralized estimator (optimal) with access to all CA measurements at all times and perfect information about the physical and sensing parameters. In Section III we propose a generic distributed adaptive methodology, \( \mathcal{DAE} \), for distributed state estimation with parametric uncertainties, in which the various CAs exchange information in real-time leading to recursive state estimates that instantaneously respond to the sensed data rather than waiting for a centralized SCADA to process the network-wide information periodically, as is done in existing centralized state estimation architectures. The main result of the paper characterizing the convergence of the \( \mathcal{DAE} \) scheme is presented in Section IV. Finally, Section V concludes the paper.

### B. Notation

We denote the \( k \)-dimensional Euclidean space by \( \mathbb{R}^k \). The set of reals is denoted by \( \mathbb{R} \), whereas \( \mathbb{R}_+ \) denotes the non-negative reals. For \( a, b \in \mathbb{R} \), we will use the notations \( a \lor b \) and \( a \land b \) to denote the maximum and minimum of \( a \) and \( b \) respectively. The set of \( k \times k \) real matrices is denoted by \( \mathbb{R}^{k \times k} \). The corresponding subspace of symmetric matrices is denoted by \( \mathbb{S}^k \). The cone of positive semidefinite matrices is denoted by \( \mathbb{S}^k_+ \), whereas \( \mathbb{S}^k_{++} \) denotes the subset of positive definite matrices. The \( k \times k \) identity matrix is denoted by \( I_k \), while \( 1_k, 0_k \) denote respectively the column vector of ones and zeros in \( \mathbb{R}^k \). Often the symbol 0 is used to denote the \( k \times p \) zero matrix, the dimensions being clear from the context. The operator \( \| \cdot \| \) applied to a vector denotes the standard Euclidean \( \mathcal{L}_2 \) norm, while applied to matrices denotes the induced \( \mathcal{L}_2 \) norm, which is equivalent to the matrix spectral radius for symmetric matrices. The notation \( A \otimes B \) is used to denote the Kronecker product of two matrices \( A \) and \( B \).

**Spectral graph theory:** The inter-agent communication topology may be described by an undirected graph \( G = (V, E) \), with \( V = \{1 \cdots N\} \) and \( E \) the set of CAs (agents) and communication links (edges), respectively. The unordered pair \((n, l) \in E\) if there exists an edge between nodes \( n \) and \( l \). We consider simple graphs, i.e., graphs devoid of self-loops and multiple edges. A graph is connected if there exists a path\(^2\), between each pair of nodes. The neighborhood of node \( n \) is

\[
\Omega_n = \{l \in V \mid (n, l) \in E\} \tag{1}
\]

Node \( n \) has degree \( d_n = |\Omega_n| \) (the number of edges with \( n \) as one end point.) The structure of the graph can be described by the symmetric \( N \times N \) adjacency matrix, \( A = [A_{nl}] \), \( A_{nl} = 1 \), if \((n, l) \in E\), \( A_{nl} = 0 \), otherwise. Let the degree matrix be the diagonal matrix \( D = \text{diag}(d_1 \cdots d_N) \). By definition, the positive semidefinite matrix \( L = D - A \) is called the graph Laplacian matrix. The eigenvalues of \( L \) can be ordered as \( 0 = \lambda_1(L) \leq \lambda_2(L) \leq \cdots \leq \lambda_N(L) \). The eigenvector corresponding to \( \lambda_1(L) \) being \((1/\sqrt{N})1_N \). The multiplicity of the zero eigenvalue equals the number of connected components of the network; for a connected graph, \( \lambda_2(L) > 0 \). This second eigenvalue is the algebraic connectivity or the Fiedler value of the network; see [26] for detailed treatment of graphs and their spectral theory.

### II. Problem Formulation

#### A. Sensing Model

For definiteness, in this paper, we address the problem of distributed and adaptive static state estimation in a power system comprising of several CAs, that are coupled by the

\[ A \text{ path between nodes } n \text{ and } l \text{ of length } m \text{ is a sequence } (n = i_0, i_1, \cdots, i_m = l) \text{ of vertices, such that } (i_k, i_{k+1}) \in E \quad \forall \ 0 \leq k \leq m - 1. \]
physical interactions. The state of the overall system is represented by a vector $\mathbf{x} \in \mathbb{R}^M$, which, for (linearized) DC state estimation, corresponds to the vector of bus angles. Let $t$ denote time\textsuperscript{1} and $T$ the estimation horizon for static state estimation\textsuperscript{2}. Assuming that the system state $\mathbf{x}$ stays constant over the estimation horizon $[0, T]$, the measurements at the $n$-th CA may be represented as a time series $\{y_n(t)\}_{t=0}^T$, such that,

$$y_n(t) = H_n \mathbf{x} + w_n(t),$$

where: i) $\{y_n(t) \in \mathbb{R}^{M_n}\}$ is the independent and identically distributed (i.i.d.) observation sequence for the $n$-th CA; and ii) for each $n$, $\{w_n(t)\}$ is a zero-mean temporally i.i.d. noise sequence with covariance matrix $R_n$. Moreover, the sequences $\{w_n(t)\}$ and $\{w_l(t)\}$ are mutually uncorrelated for $n \neq l$. Generally each CA observes only a subset of $M_n$ of the components of $\mathbf{x}$, with $M_n \ll M$. It is then necessary for the CAs to collaborate by means of occasional local message exchanges to achieve a reasonable estimate of the state $\mathbf{x}$. Moreover, due to inherent uncertainties in the deployment and the sensing environment, the statistics of the observation process (i.e., the noise) is likely to be unknown apriori. For example, the exact observation noise variance depends on several factors beyond the control of the deployment process and should be learnt over time for reasonable estimation performance. In other words, prior knowledge of the spatial distribution of information content (i.e., which agent is more accurate than the others) may not be available, and the proposed estimation approach should be able to adaptively learn the true value of information leading to an accurate weighting of the various observation resources. We emphasize that, for meaningful state estimation, the sensed data obtained during the estimation interval of interest must be simultaneously used to: (1) learn the current values (states) of the uncertain parameters; and (2) estimate the system state $\mathbf{x}$ of interest. This necessitates the design of adaptive estimation schemes, i.e., schemes that adapt themselves to switching parameters and provide reasonable estimation performance by using the sensed data to learn the unknown parameters in conjunction to the estimation task.

Finally, keeping in mind the distributed nature of our sensing model and the estimation methodology (to be proposed soon), we make the following assumptions on (global) system observability and the inter-CA communication topology:

(A.1): The true observation noise covariance matrix $R_n$ is positive definite for each $n$. We do not require observability at the local level, but impose the following global observability, i.e., the (normalized) Grammian matrix

$$\sum_c = \frac{1}{N} \sum_{n=1}^N H_n^T R_n^{-1} H_n$$

is invertible. Also, to begin with, each CA $n$ has knowledge of its own local observation matrix $H_n$ only, and the observation noise covariances $R_n$’s are unknown apriori.

(A.2): In digital communications, packets may be lost at random times. To account for this, we let the links (or communication channels among the CAs) to fail, so that the edge set and the connectivity graph of the inter-CA network are time varying. Accordingly, the communication network at time $t$ is modeled as an undirected graph, $G_t = (V, E_t)$ and the graph Laplacians as a sequence of i.i.d. Laplacian matrices $\{L_t\}$. We do not make any distributional assumptions on the link failure model. Although the link failures, and so the Laplacians, are independent at different times, during the same iteration, the link failures can be spatially dependent, i.e., correlated. This is more general and subsumes the erasure network model, where the link failures are independent over space and time. Wireless agent networks motivate this model since interference among the wireless communication channels correlates the link failures over space, while, over time, it is still reasonable to assume that the channels are memoryless or independent.

Connectedness of the graph is an important issue. We do not require that the random instantiations $G_t$ of the graph be connected; in fact, it is possible to have all these instantiations to be disconnected. We only require that the graph stays connected on average. Denoting $\mathbb{E}[L_t]$ by $\bar{L}$, this is captured by assuming $\lambda_2 (\bar{L}) > 0$. This weak connectivity requirement enables us to capture a broad class of asynchronous communication models; for example, the random asynchronous gossip protocol analyzed in [27] satisfies $\lambda_2 (\bar{L}) > 0$ and hence falls under this framework. On the other hand, we assume that the inter-agent communication is noise-free and unquantized in the event of an active communication link; the problem of quantized data exchange in networked control systems (see, for example, [28], [29], [30] is an active research topic.

(A.3): The sequences $\{L_t\}$ and $\{w_n(t)\}_{n \in V}$ are mutually independent.

B. Performance Benchmark: Centralized Sequential Estimator

A major drawback of the existing periodic SCADA estimator is that it is implemented only once at the end of the estimation interval $[0, T]$. The estimator, as such, is not responsive to instantaneously acquired data and given that $T$ may be quite large it does not provide real time system monitoring. In practice, it is often desirable to detect abnormal system behavior (manifested by deviations of the system state from its nominal value) as early as possible, so that appropriate control action may be taken in real time thus mitigating critical system phenomena. In view of this, an idealized estimator should be updated in real time and should instantaneously reflect the information in the sensed data. The centralized real
time estimator may then be defined as a sequential process \( \{ \hat{x}_R(t) \}_{t=0}^T \), where \( \hat{x}_R(t) \) corresponds to the (real-time) system state estimate at time \( t \) based on all sensed information till (and including) time \( t \), i.e.,

\[
\hat{x}_R(t) = \arg \min_{x \in \mathbb{R}^M} Q_t(x),
\]

where

\[
Q_t(x) = \sum_{s=0}^{t} \sum_{n=1}^{N} (y_n(s) - H_n x)^T (R_n)^{-1} (y_n(s) - H_n x).
\]

With perfect knowledge of the model parameters, \( H_n \)'s and the \( R_n \)'s, the real time estimator is indeed optimal as it provides the most up-to-date system state information at all time instants based on the sensed data gathered so far. The sequence \( \{ \hat{x}_R(t) \}_{t=0}^T \) exhibits nice statistical properties, such as consistency and asymptotic normality [31], under reasonable structural and analytical assumptions on the sensing model. These are generally formulated as \( T \to \infty \), i.e., as the interval of stationarity is relatively large or, alternatively, the number of sensed measurements per estimation period (the sampling rate) is high, which is typically the case with non-conventional sensing resources such as the PMUs. In fact, the following is well-known for the sequence \( \{ \hat{x}_R(t) \}_{t=0}^T \) as \( T \to \infty \) (see, for example, [32]):

**Lemma 1:** Let (A.1) hold. Then, the estimate sequence \( \{ \hat{x}_R(t) \} \) is consistent, i.e., \( \hat{x}_R(t) \to x \) as \( t \to \infty \) almost surely (a.s.) Moreover, the estimate sequence \( \{ \hat{x}_R(t) \} \) is asymptotically normal, i.e., as \( t \to \infty \), the normalized residual \( \sqrt{t}(\hat{x}_R(t) - x) \) converges in distribution to a zero-mean Gaussian random vector with positive definite covariance \( \Sigma_c^{-1} \), with \( \Sigma_c = N \Sigma \), the latter quantity being defined in (3). The asymptotic normality essentially means that the mean-squared estimation error (m.s.e.) decreases roughly as \( (1/t) \Sigma_c^{-1} \) with the number of samples \( t \). In a sense, the asymptotic (co)variance \( \Sigma_c^{-1} \) may be intuitively viewed as the inverse of the signal-to-noise ratio (SNR). The covariance is lower bounded by the inverse of the Fisher information rate [31] of the measurement model and coincides with the latter if the measurement noise is Gaussian.

Although optimal, the usefulness of the centralized real-time estimate \( \{ \hat{x}_R(t) \} \) is masked by the severe requirements it imposes on communication and computation. Implementation of the sequence \( \{ \hat{x}_R(t) \} \) would require accumulating all sensed data at all time instants to a fusion center (or the centralized SCADA), which may not be feasible in real time, especially in the context of the future grid equipped with a plethora of sensing devices with high sampling rates but constrained by a bit limited communication medium. Moreover, the complexity of the optimization problem (4)-(5) blows up with the availability of more and more sensed data making it unscalable with growing network size. Finally, the above idealized estimate may only be constructed with prior knowledge of the sensing model parameters, which may not be the case as perturbations in the grid topology and the sensing process often cause them to switch from time to time.

This motivates us to consider more feasible estimation approaches that are scalable in terms of computation and communication, but nonetheless achieve the performance of the ideal centralized real time estimator \( \{ \hat{x}_R(t) \} \). The estimation approach that we propose in this paper will largely resolve these limitations by being: (1) distributed, so that the communication burden imposed by real time transmission of all sensed data to a fusion center is shared by the different CAs through local low data rate sequential information exchanges among them; (2) recursive, so that the CA estimates are sequentially updated in real time as new data (innovation) enters the system, rather than overwhelming a fusion center (SCADA) with huge amounts of data to be processed all at once (4)-(5); and (3) adaptive, so that simultaneously with the distributed estimate update process, the uncertain sensing parameters are learnt online with a view to ascertaining the right measurement fusion (combination) rules for estimation.

### III. DAEE: An Adaptive Distributed State Estimation Framework

Recall the distributed sensing model in (2). In this paper we study sensing uncertainties only, i.e., uncertainties in the measurement noise covariances \( R_n \)'s, but, otherwise, assume that the local model matrix \( H_n \) is perfectly known at the \( n \)-th CA for each \( n \). The uncertain noise covariances may correspond to faulty sensors due to natural wear and tear, or may even reflect useless sensor readings caused by unpredictable grid topology changes. Without prior knowledge of the measurement covariances (and hence the relative measurement qualities), implementing the least squares estimator of \( x \) is challenging (even in the centralized case) as the correct measurement fusion weights, being a function of the true covariances, are unavailable apriori. Thus, for successful state estimation, it is necessary to learn the covariances from sensed data, so that the estimation procedure may be updated over time with successive refinements of the covariance information. To this end, we present the following adaptive distributed estimation approach:

**Estimate Update:** The estimate update at agent \( n \) then proceeds as follows:

\[
x_n(t + 1) = x_n(t) - \beta_n \sum_{l \in \Omega_n(t)} (x_n(t) - x_l(t)) + \alpha_n K_n(t) (y_n(t) - H_n x_n(t)).
\]

In the above, \( \{ \beta_n \} \) and \( \{ \alpha_n \} \) represent appropriate time-varying weighting factors for the agreement (consensus) and innovation (new observation) potentials, respectively, whereas, \( \{ K_n(t) \} \) is an adaptively chosen matrix gain process. Also, \( \Omega_n(t) \) denotes the time-varying random neighborhood of agent \( n \) at time \( t \).

**Covariance Learning and Gain Update:** The adaptive gain update at sensor \( n \) involves another \( \{ F_t \} \) adapted distributed learning process that proceeds in parallel with the estimate update. In particular, we set

\[
K_n(t) = (G_n(t) + \gamma_t I_M)^{-1} H_n^T (Q_n(t) + \gamma_t I_{M_n})^{-1}
\]
where \( \{ \gamma_t \} \) is a sequence of positive reals, such that \( \gamma_t \to 0 \) as \( t \to \infty \). The \( \{ Q_n(t) \} \) and \( \{ G_n(t) \} \) evolve as:

\[
Q_n(t + 1) = \frac{1}{t} \sum_{s=0}^{t-1} y_n(s)y_n^T(s) - \left( \frac{1}{t} \sum_{s=0}^{t-1} y_n(s) \right) \left( \frac{1}{t} \sum_{s=0}^{t-1} y_n(s) \right)^T, \quad (8)
\]

\[
G_n(t + 1) = G_n(t) - \beta_t \sum_{\ell \in \Omega_n(t)} (G_n(t) - G_t(\ell)) + \alpha_t \left( H_n^T (Q_n(t) + \gamma_t I_N) H_n - G_n(t) \right) \quad (9)
\]

These matrices are positive semidefinite with initial conditions \( Q_n(0) \) and \( G_n(0) \), respectively.

Note, in the above, the sequence \( \{ Q_n(t) \} \) is the sample covariance (unbiased) and serves as a consistent estimate of the local noise covariance \( R_n \). In fact, the sample covariance estimates are not particularly necessary and any sequence \( \{ Q_n(t) \} \) such that \( Q_n(t) \to R_n \) is sufficient for our purpose. Moreover, the following optional collaborative covariance refinement procedure may be performed at each agent \( n \) if it is of interest to obtain more efficient (faster convergence) local covariance estimates:

\[
\hat{R}_n(t) = \frac{1}{t} \sum_{s=0}^{t-1} (y_n(s) - H_n x_n(s)) (y_n(s) - H_n x_n(s))^T. \quad (10)
\]

In the following we introduce some additional assumptions on the observation noise process and the algorithm weight sequences to be in force unless otherwise stated.

(A.4): There exists \( \varepsilon_1 > 0 \), such that, for all \( n \), \( \mathbb{E}_\theta [ || \zeta_n(t) ||^{2 + \varepsilon_1} ] < \infty \), i.e., the measurement noise possesses moments of order greater than 2. Most of the reasonable noise models satisfy the above condition, the typically assumed Gaussian noise in fact possesses moments of all orders (and hence, satisfies the above condition).

(A.5): The weight sequences \( \{ \alpha_t \} \) and \( \{ \beta_t \} \) are given by

\[
\alpha_t = \frac{a}{(t + 1)^{\tau_1}} \quad \text{and} \quad \beta_t = \frac{b}{(t + 1)^{\tau_2}}, \quad (11)
\]

where \( a, b > 0, 0 < \tau_2 \leq \tau_1 < 1 \) and \( \tau_1 > \tau_2 + 1/(2 + \varepsilon_1) + 1/2 \).

Note that since \( \varepsilon_1 > 0 \), such a choice of the pair \( (\tau_1, \tau_2) \) is always possible, for example, by taking \( \tau_1 = 1 \) and \( \tau_2 < 1/2 - 1/(2 + \varepsilon_1) \). We comment on the choice of the weight sequences \( \{ \beta_t \} \) and \( \{ \alpha_t \} \) associated with the consensus and innovation potentials respectively (see (6)). From (A.5) we note that both the excitations for agent-collaboration (consensus) and local innovation are persistent, i.e., the sequences \( \{ \beta_t \} \) and \( \{ \alpha_t \} \) sum to \( \infty \) - a standard requirement in stochastic approximation type algorithms to drive the updates to the desired from arbitrary initial conditions. Further, the square summability of \( \{ \alpha_t \} (\tau_1 > 1/2) \) is required to mitigate the effect of stochastic sensing noise perturbing the innovations. The requirement \( \beta_t/\alpha_t \to \infty \) as \( t \to \infty (\tau_1 > \tau_2) \), i.e., the asymptotic domination of the consensus potential over the local innovations ensures the right information mixing thus, as shown below, leading to optimal estimation performance. Technically, the different asymptotic decay rates of the two potentials lead to mixed time-scale stochastic recursions whose analyses require new techniques in stochastic approximation as developed in the paper.

We comment on the nature of the distributed learning process leading to online refinement of the estimator gains \( K_n(t) \). First note that, in the absence of sensing uncertainties, i.e., with perfect knowledge of the covariances, a (non-adaptive) distributed estimation scheme for \( x \) may be designed as follows:

\[
x_n(t + 1) = x_n(t) - \beta_t \sum_{\ell \in \Omega_n(t)} (x_n(t) - x_\ell(t)) + \alpha_t \sum_{\ell \in \Omega_c(t)} H_n^T R_n^{-1} (y_n(t) - H_n x_n(t))(12)
\]

where the matrix \( \Sigma_c \) denotes the (normalized) Gramian assumed to be positive definite5. The estimation methodology in (12) is open loop as no learning is required. Further, this estimation approach requires perfect knowledge of the entire network observation model at each agent, i.e., each network agent is fully aware of the model matrices \( \{ H_n \}_{n \in V} \) and the covariances \( \{ R_n \}_{n \in V} \) with \( V \) denoting the set of CAs \( \{ 1, \cdots, N \} \). Under these requirements, it was shown in [33] that the distributed procedure (12) is asymptotically efficient as long as the inter-CA communication network is connected6, i.e., achieves the asymptotic covariance \( \Sigma_c^{-1} \) of the optimal real time centralized SCADA estimator (the estimate \( \hat{x}_R(t) \)) in the limit of large \( T \), where \( \Sigma_c = N \Sigma_c \). In doing so, the scheme in [33] assumes each agent \( n \) has complete knowledge of the global parameters \( \Sigma_c \) (and the local \( R_n \)), thus enabling the computation of the optimal local innovation gains at each agent leading to the best asymptotic covariance.

Now, considering the adaptive procedure (6)-(9), we note that the key departure from (12) is that, in the current example, the CAs are not aware of the global quantity \( \Sigma_c \) and the local covariances \( R_n \)’s and, hence, apriori are not able to compute and apply the optimal innovation gains \( \Sigma_c^{-1} H_n^T R_n^{-1} \). This necessitates the additional gain update or learning process, in which over time the CAs try to refine their knowledge of the optimal gain matrices based on past data samples and mutual collaboration with the eventual goal of converging to the exact optimal gains. In particular, the update (8) corresponds to local learning of the unknown covariances \( R_n \) from sequentially sensed data, whereas the subsequent collaborative step (9)

5The positive definiteness of \( \Sigma_c \) corresponds to global observability. Note, we do not require the individual CAs to be observable, i.e, each of the matrices \( H_n \) could be rank deficient.

6Note that the topology of the inter-CA network in terms of communicating information may be arbitrary as long as it is connected. In particular, the communication network may be significantly different and much sparser than the physical grid topology which is usually dense.
refines the knowledge of the (centralized) Gramian \( \Sigma_c \) needed for choosing the optimal local innovation gains. The adaptive learning step incurs several additional complexities in the analysis of the DAE scheme (its linear counterpart) with respect to the non-adaptive open loop formulation in (12). Firstly, one needs to establish convergence of the adaptive gain sequence \( \{K_n(t)\} \) to the exact optimal gains at each CA. More importantly, even in the event of convergence of the adaptive gains to the desired, the rate of convergence may be slow and apriori it is not clear whether the use of approximate gains (at least in the initial stages) will affect the convergence rate of the estimate update process or not. In other words, one needs to show that the usage of the convergent gain approximations entails no performance loss (in terms of asymptotic covariance) for the estimate update process. Another important observation is that, unlike (12), the estimates \( \{x_n(t), n \in V\} \) are no longer Markovian due to the dependence of the gains \( K_n(t) \) on the past observations. From a technical viewpoint, this prevents the direct applicability of standard stochastic approximation techniques (see, for example, [34]) for convergence analysis. The need for non-standard technical approaches is further substantiated by the presence of mixed time scale potentials in the update processes, in particular, the different decay characteristics of the sequences \( \{\alpha_t\} \) and \( \{\beta_t\} \) for the consensus and innovation respectively.

IV. MAIN RESULTS

We formally state the main results of the paper. The proofs follow from some general studies on distributed adaptive procedures recently undertaken in [35].

The first result concerns the asymptotic agreement or consensus among the various agent estimates.

Theorem 2: Let assumptions (A.1)-(A.5) hold. Then for each \( \tau_0 \) such that
\[
0 \leq \tau_0 < \tau_1 - \tau_2 - \frac{1}{2 + \varepsilon_1},
\]
we have
\[
P\left( \lim_{t \to \infty} (t + 1)^{\tau_0} \|x_n(t) - x_l(t)\| = 0 \right) = 1
\]
for any pair of CAs \( n \) and \( l \).

In words, Theorem 2 shows that the rate of agreement (at least the order) depends only on the difference \( \tau_1 - \tau_2 \) of the algorithm weight parameters, the latter quantifying the intensities of the global agreement and local innovation potentials relative to each other. Interestingly, the order of this convergence is independent of the network topology (as long as it is connected in the mean) and the distributed gain learning process (7)-(9).

Theorem 3: Let assumptions (A.1)-(A.5) hold with \( \tau_1 = 1 \) and \( a \geq 1 \). Then, for each \( n \) the estimate sequence \( \{x_n(t)\} \) is strongly consistent. In particular, we have
\[
P_{\theta^*} \left( \lim_{t \to \infty} (t + 1)^{\tau} \|x_n(t) - \theta^*\| = 0 \right) = 1
\]
for each \( n \) and \( \tau \in [0, 1/2) \).

The above convergence rate is optimal for pathwise convergence of estimates in the sense that (16) does not hold with \( \tau = 1/2 \) even for a centralized estimate sequence. This, in turn, is due to the asymptotic normality of the centralized estimator with a non-degenerate asymptotic covariance (see Theorem 4 for details). Again, the interesting and non-trivial fact to note here is that the distributed adaptive estimators retain the centralized convergence rate irrespective of the apparent information loss due to sparse inter-agent communication and lack of model information a priori.

The following result concerns the asymptotic normality of the estimates generated by the distributed procedure and establishes the asymptotic efficiency of the DAE scheme.

Theorem 4: Let assumptions (A.1)-(A.5) hold with \( \tau_1 = 1 \) and \( a = 1 \). Let \( \Sigma_c \) denote the matrix \( \sum_{n=1}^{N} H_n^T R_n^{-1} H_n \). Then, for each \( n \)
\[
\sqrt{(t + 1)}(x_n(t) - \theta^*) \implies \mathcal{N}(0, \Sigma_c^{-1}),
\]
where \( \mathcal{N}(\cdot) \) and \( \implies \) denote the Gaussian distribution and weak convergence respectively.

Referring to the discussion in Section II-B (Lemma 1 in particular), we note that the DAE leads to the optimal error covariance decay attainable, in general, by any estimator (centralized) with information of the model parameters \( H_n \)'s and \( R_n \)'s only and no other specifics of the observation noise process. In particular, the distributed and adaptive ADLE scheme is optimal in the class of linear centralized estimators when the noise distribution is arbitrary and is optimal in the Fisher information sense if the noise process is Gaussian. In a sense, Theorem 4 justifies the applicability and advantage of distributed estimation schemes. Apart from issues of robustness, implementing a centralized estimator is much more communication intensive as it requires transmitting all sensor data to a fusion center at all times. On the other hand, the distributed DAE algorithm requires only sparse local communication among the CAs at each step, and achieves the performance of a centralized estimator asymptotically as long as the communication network stays connected in the mean.

V. CONCLUSION

In this paper we presented a formalism for distributed state estimation in the electrical power grid. Under rather weak assumptions of global observability and connectivity of the control area communication network, the proposed distributed adaptive scheme is shown to yield consistent system state estimates, the convergence rate being optimal in the Fisher information sense. As such, the proposed approach (1) exploits in real-time the sensing diversity offered by non-conventional sensing resources with higher accuracy and faster system sampling rate; (2) adapts to (stochastic) uncertainties in the information content of the sensing resources through online learning in conjunction with the estimation procedure, so as to effectively combine (fuse) the sensed data from different sensing methodologies by properly weighting their measurements; and (3) provides pervasive network-wide intelligence to
improve the performance of the local protection units and controllers by appropriately distributing the information processing and communication overhead among the various network entities. Future research in this direction include generalizing the above adaptive distributed framework to nonlinear (AC) models (see also [36]) and dynamic state estimation in the smart grid.
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