Abstract—It's well known that JPEG image compression can result in quantization artifacts and blocking artifacts. There are plenty of forensic techniques making use of image’s compression fingerprints to verify digital images. However, when a forger exists, these methods are not reliable any more. One typical anti-forensic method is adding anti-forensic dither to DCT transform coefficients and erasing blocking artifacts to remove compression history. In this paper, we propose a new countering anti-forensic method based on estimating the noise added in the process of erasing blocking artifacts. The experimental results show that our method obtains an average detection accuracy of 98% on the UCID image database. Another advantage of our proposed method is that it has only one-dimensional feature and time-saving. Furthermore, we use the game theory to evaluate the performance of both sides, and identify the optimal strategies of both sides.

I. INTRODUCTION

Nowadays, image editing softwares allow users to easily tamper an image without leaving any visual witness, which makes image forensics become a hot topic. JPEG compression detection is an important part of digital image forensics. By deciding whether an image is previously compressed, researchers can make a preliminary judgment of the authenticity of digital images, which can be used as the auxiliary decision-making of digital image forensics.

JPEG compression can be divided into four steps: color mode conversion and sampling, DCT transform, quantization, and entropy coding. JPEG compression starts by segmenting an input image into several nonoverlapping 8 × 8 pixel blocks, then uses the 2-D DCT to transform each block data into 64 DCT coefficients. In quantization step, each coefficient value is quantized by a parameter \( Q_u \). This procedure results in DCT coefficient quantization fingerprint and the tampering artifacts.

There are many works which aim at detecting the artifacts brought by JPEG compression [1 - 5] for digital image forensics. However, an anti-forensic method [6] can deceive detectors by first adding anti-forensic dither to DCT transform coefficients to imitate the original uncompressed histograms and then erasing blocking artifacts via boundary blurring to remove the compression history.

To counter above anti-forensic method, in [7], the authors proposed a countering JPEG anti-forensic technique, which identifies image noisiness by re-compressing the forged image at different quality factors. [8] used the transition probability matrix of DCT coefficients to measure the possible modifications and identify the forged images from those original ones. [9] summarized several techniques in the cat-and-mouse game between digital image forensics and counter-forensics related to an image's JPEG compression history.

As only adding the anti-forensic dither cannot remove the blocking artifact, in [6], to erase the compression history, the forger must remove blocking artifact by first median filtering an image and then adding low-power white Gaussian noise to each of its pixel values. Both the window size of the median filter and the variance of the noise can affect the deblocking effect. Moreover, for a heavily compressed image, a larger median filter window size and greater noise variance to remove statistical traces of blocking artifacts are required.

In this paper, in order to detect the forged images, we employ noise level estimation [10] to estimate the noise added in the deblocking process. For a suspect image, we estimate the noise level of the image and compare it with a threshold to determine whether it is forged. Moreover, we imitate the interplay between forensics and anti-forensics as an extensive form game and evaluate the final results with the game theory.

The rest of the paper is organized as follows. Section II gives a brief review of the JPEG anti-forensic technique. Section III describes the process of applying the noise level estimation to counter anti-JPEG compression forensic and how to use game theory to evaluate this gaming process. Section IV shows the experimental results on the UCID image database [11]. The conclusion is made in Section V.

II. ANTI-FORENSICS OF JPEG COMPRESSION

The segmentation of an input image into several nonoverlapping 8 × 8 pixel block in JPEG compression result in pixel domain discontinuity which is called blocking artifact, especially in the boundaries of these segments. The following quantization and subband coding steps further introduce the quantization artifact. Fig. 1 shows the process how a digital...
image is JPEG compressed and how it is anti-forensically modified using method [6]. The blocks above the dotted line are the JPEG compression process, and blocks below the dotted line shows the anti-forensic process.

For a JPEG compressed image, in order to remove the quantization artifact, i.e. make the distribution of its subband coefficient value match an original one, [6] added the anti-forensic dither to the DCT coefficient. The anti-forensic dither is described as follows.

The distribution of coefficient values within a particular AC DCT subband can be modeled as the Laplace distribution [12 - 14]. Let \( X \) be the DCT coefficient at the block position \((i, j)\) for a uncompressed image,

\[
P(X = x) = \frac{\lambda}{2} e^{-\lambda |x|}
\]

where \( \lambda \) is a Laplacian parameter. According to this model and quantization rule, for a previously JPEG compressed image, AC coefficients of each subband are distributed as discrete Laplacian distribution. For the coefficients at the \((i, j)\)-th position, if we use the quantization step \( Q_{i,j} \), the distribution would be

\[
P(Y = y) = \begin{cases} \frac{\lambda Q_{i,j}}{2} e^{-\lambda |y|} \sinh\left(\frac{\lambda Q_{i,j}}{2}\right), & \text{if } y = kQ_{i,j} \\ 0, & \text{otherwise} \end{cases}
\]

where \( Y = Q_{i,j} \cdot \text{round}(X / Q_{i,j}) \), and the parameter \( \lambda \) can be generated by maximum likelihood estimation. Let \( N = N_0 + N_1 \) be the total number of observations of the current DCT subband, \( N_0 \) represents the number of coefficients taking zero values, and \( N_1 \) represents the number of nonzero coefficients, and

\[
S = \sum_{k=0}^{N-1} |y_k|
\]

The model parameter \( \hat{\lambda} \) can be calculated using the equation

\[
\hat{\lambda} = -\frac{2}{Q_{i,j}} \ln(\gamma)
\]

where \( \gamma \) is defined as

\[
\gamma = \frac{-N_0 Q_{i,j}}{2N_0 Q_{i,j} + 4S} + \sqrt{\frac{N_0^2 Q_{i,j}^2 - (2N_0 Q_{i,j} - 4S)(2N_0 Q_{i,j} + 4S)}{2N_0 Q_{i,j} + 4S}}
\]
To hide the compression evidence, [6] introduced dither into the AC coefficients to approximately restore the histogram of each subband, by

$$Z = Y + D$$  \hspace{1cm} (5)

where $Z$ is the anti-forensically modified coefficient and $D$ is the additive dither. For the coefficient $Y$ of zeros value at the $(i, j)$-th position, the noise distribution is given by

$$P(D = d | Y = 0) = \begin{cases} 1 - e^{-\lambda|d|} & \text{if} \quad \frac{-Q_{i,j}}{2} \leq d \leq \frac{Q_{i,j}}{2} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)

where $c_0 = (2/\lambda)(1 - e^{-\lambda Q_{i,j}/2})$. The distribution of the anti-forensic dither added to nonzero quantized DCT coefficients is

$$P(D = d | Y = q_k) = \begin{cases} 1 - e^{-\lambda|d|} & \text{if} \quad \frac{-Q_{i,j}}{2} \leq d \leq \frac{Q_{i,j}}{2} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (7)

where $c_1 = (1/\lambda)(1 - e^{-\lambda Q_{i,j}})$.

Fig. 2 shows the histogram of coefficient values in the (2,2) DCT subband in an uncompressed image along with the corresponding coefficient value histograms from the JPEG compressed and anti-forensically modified image. From Fig. 2, we can see that for an image which is JPEG compressed but anti-forensically modified, its distribution of AC coefficient values also obeys the Laplace distribution. It is shown that the quantization fingerprint is removed via adding anti-forensic dither. The experimental results [6] show that no evidence of quantization [4] is presented after adding the forensics dither.
Fig. 3 For each block the numbers $Z'(i, j) = |A + D - B - C|$ and $Z''(i, j) = |E + H - F - G|$ are computed, i.e., involving same pixel pattern but spanning or not multiple blocks.

Even though adding anti-forensic dither can remove the evidence of quantization, it cannot remove blocking artifacts. Difference within a block and spanning across a block boundary are illustrated in Fig. 3 [4]. For each block $(i, j)$, we compute

$$Z'(i, j) = |A + D - B - C| \quad Z''(i, j) = |E + H - F - G|$$

where $A$ through $H$ are the values of the pixels in the positions depicted in Fig. 3. Then blocking artifacts are detected by examining the difference between two histograms:

$$K = \sum_n |h_1(n) - h_2(n)|$$

where $h_1$ is the histogram of $Z'$ each image block, and $h_2$ is the histogram of $Z''$. Fig. 4(a) and Fig. 4(b) show the two histograms for an uncompressed image and an JPEG compressed image. It is observed that the difference ($K$) between $h_1$ and $h_2$ is very small for an uncompressed image, whereas $K$ is remarkable large for a JPEG compressed image. Hence, the statistic $K$ can be used to determine whether an image is JPEG compressed. That is, if $K$ is greater than the threshold $t_1$, then the image is classified as a JPEG compressed one. Moreover, as described in [6], $h_1(1) > h_1(0)$ and $h_2(1) > h_2(0)$ shall present in an uncompressed image. Whereas in a JPEG compressed image, $h_1(1) > h_1(0)$ and $h_2(1) > h_2(0)$ may not meet or not meet at the same time.

To remove blocking artifacts, the authors in [6] remove the difference between $h_1$ and $h_2$ by median filtering (as shown in Fig. 4(c)). However, median filtering can not remove the blocking artifacts completely because of $h_1(1) < h_1(0)$ and $h_2(1) < h_2(0)$. Hence, a zero mean Gaussian random noise is added after median filtering. Fig. 4(d) shows that adding noise after median filtering can achieve the deblocking purpose.

Hence, the deblocking algorithm can be summarized as follows:

Fig. 4 $h_1$ and $h_2$ obtained from (a) an uncompressed image, (b) the same image after JPEG compression using a quality factor of 75, (c) deblocking with median filtering, (d) deblocking with median filtering and adding Gaussian noise.
\[ v_{i,j} = med_d(u_{i,j}) + n_{i,j} \]  \hspace{1cm} (10)

where \( u_{i,j} \) represents the pixel value at location \((i, j)\) in an unmodified image, and \( v_{i,j} \) denotes its deblocked counterpart, \( med_d(\cdot) \) denotes a two-dimensional median filter with a square window of size \( s \) pixels, and \( n_{i,j} \) is a zero mean Gaussian random noise with variance \( \sigma^2 \). By adjusting the window size \( s \) and variance \( \sigma^2 \), better anti-forensic results can be achieved.

Table I shows the results of blocking artifact detection accuracy from our experiments. For FPR (False positive rates) varies in a given interval, we choose the optimal threshold to obtain the Accuracy Rate = (TPR + TNR) / 2. TPR is true positive rates and TNR is true negative rates. The results show that the above method can remove the blocking artifact effectively.

III. COUNTERING TECHNIQUE BASED ON THE NOISE LEVEL ESTIMATION

A. Image Noise Estimation

Recently, several methods related to noise level estimation have been proposed. [15] used the changes in kurtosis values of images to estimate the noise level. In [10], the authors estimated noise level from the selected weak textured patches using PCA. Fig. 5 shows the two methods’ performance on the same image Lena. It can be observed that the method in [10] is more accurate than the method in [15] in most cases.

In this paper, we choose the method from [10] to estimate the noise level.

In [10], the noise level estimation can be summarized as the following major steps:

1. Decomposing the test image into overlapping patches. The default patch size is \( 7 \times 7 \) pixels.
2. Estimating an initial noise level \( \sigma_e \) from the covariance matrix as (11).
3. Selecting the weak textured patches from the test image using a threshold that varies with \( \sigma_e \).
4. Estimating a new noise level \( \sigma_e \) using the selected patches. The process of step 3 and 4 is iterated until \( \sigma_e \) is stable.

In this paper, we use \( \sigma_e \) to denote the estimated noise level of a test image.

B. Countering Technique

With the algorithm adopted from [10], we show how to apply the noise level estimation method to counter the anti-forensic method [6]. As described in section II, in order to forge an image, the forger must add the Gaussian noise to erase the blocking artifacts. That is, forged images may present a higher noise level than original images. Therefore, estimating the noise level of the image can be an effective way of detecting forgery.

Above assumption is proved by the experimental results showed in the Fig. 6(a), which is in line with our conjecture. The blue “+” represents the original image of TIFF format, and green “*” represents the images after anti-forensics \((s = 2, \sigma = 2)\) [6]. It can be seen that most of the original images’ noise level are lower than 0.5. As the noise level is very sensitive to JPEG compression, when images are JPEG compressed, the noise level decreases to nearly zero. The forged images are first JPEG compressed, and then added low-power white Gaussian noise. Hence, the estimated noise level is near to \( \sigma \). Furthermore, since noise level estimation is related to the texture and size of an image, complex textured images can have a higher noise level. The larger size image can have more accurate detection rate than that of small size images. Fig. 6(b) shows the noise level of another group images which are in TIFF format \((1024 \times 768)\). It is observed that the noise level estimation is more accurate when the image size is larger.

C. Game Theoretic Evaluation

In this section, we apply the game theory to analyze the interplay between forensics and anti-forensics. To avoid the analysis of the game being too overwhelming, we assume that the forger adopts the anti-forensic method proposed in [6] and can only adjust the added noise variance \( \sigma \). We also assume that the investigator adopts our proposed countermeasure.

As described in Section II, to cover the tampering trace and not introduce new artifacts, the forger will choose reasonable variance of the noise.

For the investigator side, the reasonable strategy is to perform blocking detection first and then detect the noise level.
1) Blocking detection. The forger performs blocking detection \( \delta_b \) based on the statistics \( K, h_1(1) - h_1(0) \) and \( h_2(1) - h_2(0) \). For an uncompressed image, \( K \) is relatively small and \( h_1(1) > h_1(0) \) and \( h_2(1) > h_2(0) \) may not meet or meet at the same time. Hence for a test image \( I \), the blocking detection in the first stage can be expressed as a hypothesis testing problem.

\[
\delta_b(I) = \begin{cases} 
0 & \text{I is an uncompressed image, i.e. I is original.} \\
1 & \text{I is a JPEG compressed image.}
\end{cases}
\]

where upper index "(1)" denotes the first stage. The acceptance region of \( H_0^{(1)} \) is:

\[
I: K < t_1 \text{ and } h_1(1) > h_1(0) \text{ and } h_2(1) > h_2(0)
\]  

where \( t_1 \) is chosen according to the false alarm rate \( P_{fa}^{(1)} \). \( P_{fa}^{(1)} \) is defined as:

\[
P_{fa}^{(1)} = P(\delta_b(I) = H_0^{(1)} | I \text{ is uncompressed})
\]  

2) Noise level detection. The investigator estimates the noise level of the images that accepted in \( H_0^{(1)} \). As described in Section III.B, if \( I \) is forged, the noise level \( \sigma \) is higher with respect to the case that \( I \) is originally uncompressed. Thus, the noise level detection can be expressed as a hypothesis testing problem.

\[
H_0^{(2)}: I \text{ is an originally uncompressed image, i.e. I is original.}
\]

\[
H_1^{(2)}: I \text{ is a forged image. In other words, I is JPEG compressed and anti-forensically modified, i.e. I is forged.}
\]

where upper index "(2)" denotes the second stage. The acceptance region of \( H_0^{(2)} \) is:

\[
I: \sigma(I) < t_2
\]

where \( t_2 \) is chosen according to the false alarm rate \( P_{fa}^{(2)} \). \( P_{fa}^{(2)} \) is defined as:

\[
P_{fa}^{(2)} = P(\sigma(I) > t_2 | I \text{ is original})
\]

The total detection rate of the blocking detection and the noise level detection can be denoted as:

\[
P_d = P(\delta_b(I) = H_0^{(1)} \cup \sigma(I) > t_2 | I \text{ is forged})
\]

and the total probability of false alarm rate is defined as:

\[
P_{fa} = P_{fa}^{(1)} + P_{fa}^{(2)}
\]

For a given \( P_{fa} \), the investigator would make a tradeoff between \( P_{fa}^{(1)} \) and \( P_{fa}^{(2)} \) to seek an optimal \( P_d \). Obviously, the optimal \( P_{fa}^{(1)} \) would vary with \( \sigma \). From the forger’s side, there is a tradeoff in choosing the added noise variance \( \sigma \). The optimal \( \sigma \) would vary with \( P_{fa}^{(1)} \).

Based on analysis above, we model this interplay between the investigator and the forger as a zero-sum game. The set of strategies that the investigator can use is \( P_{fa}^{(1)} \in [0, P_{fa}] \), and the set of strategies that the forger can use is \( \sigma \in [\sigma_0, \sigma_m] \), where \( \sigma = \sigma_m \) corresponds to a too strong noise which would introduce significant visual distortions. The utility of the investigator is denoted as:

\[
U_1(P_{fa}^{(1)}, \sigma) = P_d(P_{fa}^{(1)}, \sigma)
\]

and the utility of the forger is denoted as:

\[
U_2(P_{fa}^{(1)}, \sigma) = -P_d(P_{fa}^{(1)}, \sigma)
\]
IV. EXPERIMENTAL RESULTS

A. The Performance of Counter Anti-forensics

In order to test the algorithm described in Section III, we performed experiments on 1338 images from the Uncompressed Color Image Database (UCID) [11]. All the images are converted to 8-bit gray-scale images. The 1338 uncompressed images are first JPEG compressed at a given quality factor. Then anti-forensic method [6] is applied to remove DCT coefficient quantization fingerprints from the JPEG compressed images by adding anti-forensic dither to the DCT coefficients. Afterwards, each image is deblocked with the algorithm proposed in [6]. During the deblocking process, the window size of the median filter $s$ and standard $\sigma$ variance of the noise are chosen according to [6]. Finally, the noise levels of the forged images and the original images are estimated using the method described in Section III. After computing all the images' noise level, we choose a threshold to classify the two group images. If an image's noise level is lower than the threshold, this image is classified as an original one. Otherwise it will be regarded as a forged image. Fig. 7 is the ROC (receiver operating characteristic) curves for different quality factors of 55, 75 and 95 respectively, with parameters ($s = 3$, $\sigma = 3$). Fig. 7 shows that the TPR increases with the quality factor. Table II shows the detection accuracy with different quality factors and different parameters. From Table II, it can be observed that our proposed countering anti-forensics method can achieve an average detection accuracy of 98%. Furthermore, as described in [6], lower quality factor needs larger $\sigma$ to remove the blocking artifacts, which would be detected by the proposed method more easily.

The performance between our proposed method and other state-of-the-art methods are compared and the results are shown in Table III. All results are obtained with the median filter window size $s = 3$ and noise standard variance $\sigma = 2$. Here, $D$ represents the dimension and $QF$ represents the quality factor. From Table III, it can be observed that the detection accuracy of the method [7] is less than 80%. While the detection accuracy of the method [8] and our proposed method are over 99%. The advantage of our proposed method is that only one-dimensional feature set is used and it is of low computational complexity, whereas detection method in [8] based on a feature set of 100-dimensional that is much more time-consuming.

B. The Nash Equilibrium Performance

As described in Section III, when applying the game theory to analyze the process, from the experimental results, it can be observed that if the attacker knows the existence of our method, their optimal strategy is adding less noise after median filtering. For the forger side, the problem is choosing the reasonable strength of the noise which helps them to avoid the detection of blocking artifact and leave less other detectable traces. This restricts the forger in the process of anti-forensics. For the investigator side, the strategy is how to allocate the FPR between the blocking detection and the noise level detection.

We find the Nash equilibrium strategies by solving the following equation [16]:

$$P_{fa}(D, \sigma) = \arg \max_{(P_{fa}, \sigma)} \min_{(P_{fa}, \sigma)} U_{\sigma}(P_{fa}, \sigma)$$ (20)

Fig. 8 shows the performance when the total probability of false alarm rate $P_{fa}$ is 0.2 and JPEG quality factor is 50. The $x$-axis represents the false alarm rate $P_{fa}$ that is used in the blocking detection, and the $y$-axis is the noise standard variance $\sigma$. The Nash equilibrium $(P_{fa}^*, \sigma^*)$ is (0.02, 0.4) and the total detection rate $P_{fa}$ is 86.7% under this setting. $P_{fa}^*$ = 0.02 denotes that the optimal strategy of the investigator is choosing $P_{fa} = 0.02$, and $\sigma^* = 0.4$ means that choosing $\sigma = 0.4$ can achieve the purpose for the forger. In this experiment, we found that the optimal noise strength ranges between $\sigma = 0.4$ and $\sigma = 0.8$. Fig. 9 shows the NEROC (Nash equilibrium
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V. CONCLUSIONS

Though anti-forensic technique can remove JPEG compression trace, it also introduces other detectable artifacts. In this paper, we proposed a new countering anti-JPEG compression method based on noise level estimation. The experimental results show that our method is effective over a range of quality factors. Another advantage of the proposed method is that it only uses one-dimensional feature set thus is time-saving. Moreover, we apply the game theory to analyze the forensics and anti-forensic process and achieve the NEROC curves for different quality factors.

In this paper, we limit our analysis to the interplay between a specific anti-forensics and its countermeasures. We assume that the forger adopts the anti-forensic method proposed in [6] and the forensic investigator adopts our proposed method. However, the game theory model would be suitable for analyzing similar interplays between forensics and anti-forensics.
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