Fixed Order Implementation of Kernel RLS-DCD Adaptive Filters
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Abstract—In this paper, we propose an efficient structure of the kernel recursive least squares (KRLS) adaptive filters for implementing with low and fixed amount of computational complexity. The concept of kernel adaptive filters is derived by applying the kernel method to the linear adaptive filters for achieving the autonomous learning of non-linear environments. It is expected to provide a better noise reduction performance in non-linear environments than the conventional linear adaptive filters. One of the problems of the kernel adaptive filters is the required amount of calculation. Besides, they increase as the adaptation time advances as opposed to the linear case. In this paper, we propose an efficient implementation method of the KRLS dichotomous coordinate descent (DCD) adaptive algorithm. The proposed method enables us to implement at a constant amount of computation by fixing the order of the filter and the dictionary maintaining the fast rate of convergence of the KRLS-DCD algorithm. The effectiveness of the proposed method is confirmed by computer simulations.

I. INTRODUCTION

In this paper, we propose a new method suited for the kernel RLS-DCD algorithm with the fixed order dictionary. In [11], we proposed the kernel RLS-DCD algorithm by applying the kernel method to the RLS-DCD algorithm. We showed that it can be implemented with \(O(M)\) calculations where \(M\) shows the filter order, and at the same time, it maintains a comparative rate of convergence as that of the kernel RLS. For the kernel RLS-DCD, it is not effective to directly apply the method of [10] due to its criterion to select the element of dictionary to delete to maintain the dictionary order. Therefore, in this paper, we propose a new criterion suited for the kernel RLS-DCD to select an element for deletion. We show that, by using the proposed method, we can limit the maximum amount of computation with slightly sacrificing the rate of convergence. Through the computer simulations, we confirm the effectiveness of the proposed method.

II. PREPARATION

In this section, we briefly review the linear RLS-DCD algorithm[3], and kernel adaptive filters[4].

In the following, a matrix or a vector is indicated by bold letters, e.g., \( \mathbf{R} \), or \( \mathbf{r} \); the index of a matrix or a vector by lower letters as \( R_{ij} \) or \( r_i \); and a column vector of a matrix by
superscript as $R^{(p)}$. The transpose of a matrix $R$ is indicated as $R^T$, and variables at time $n$ is expressed as $R(n)$.

A. RLS-DCD algorithm

The recursive least squares (RLS) algorithm is one of the standard algorithms for linear adaptive filters. The RLS algorithm enables us to obtain the optimum filter which minimizes the sum of least squares $\sum_n e^2(n)$ where $e(n)$ is the error signal. The optimum filter is obtained by solving the normal equations which is defined as

$$R(n)w(n) = \beta(n)$$  \hspace{1cm} (1)

where $w(n)$, $R(n)$, and $\beta(n)$ are the filter coefficients, the auto-correlation matrix of the input signal of the filter, and the cross-correlation vector between the input and the output of the filter respectively. To directly obtain the optimum solution $w_{\text{opt}}$, we must calculate the inverse of the matrix $R$. Instead, the RLS algorithm uses the matrix inversion lemma to solve the equation (1). Although the RLS enables us to obtain the optimum solution without calculating the matrix inversion, it requires $O(M^2)$ multiplications, where $M$ show the filter order, and which is a magnitude larger that that of LMS-type algorithms. For reducing the computational load, several methods have been proposed, and the RLS-DCD algorithm is one of those methods.

We describe briefly the RLS-DCD algorithm. Let us express the approximate solution at $n-1$ as $\hat{w}(n-1)$. Then, we define the residual vector at time $n-1$ as

$$r(n-1) = \beta(n-1) - R(n-1)\hat{w}(n-1)$$  \hspace{1cm} (2)

and the following variables

$$\Delta R(n) = R(n) - R(n-1)$$
$$\Delta \beta(n) = \beta(n) - \beta(n-1)$$
$$\Delta w(n) = w(n) - \hat{w}(n-1)$$

Using the equation (3), we rewrite the equation (1) as

$$R(n)[\hat{w}(n-1) + \Delta w(n)] = \beta(n)$$  \hspace{1cm} (4)

Then, we obtain the equation

$$R(n)\Delta w(n) = \beta(n) - R(n-1)\hat{w}(n-1) - \Delta R(n)\hat{w}(n-1)$$
$$= r(n-1) + \Delta \beta(n) - \Delta R(n)\hat{w}(n-1).$$  \hspace{1cm} (5)

By introducing a new variable $\beta_0(n)$ defined as

$$\beta_0(n) = r(n-1) + \Delta \beta(n) - \Delta R(n)\hat{w}(n-1)$$  \hspace{1cm} (6)

and substituting into (5), the auxiliary system of equations are obtained as

$$R(n)\Delta w(n) = \beta_0(n)$$  \hspace{1cm} (7)

By solving these equations, $\Delta w(n)$ could be obtained and $\hat{w}(n)$, an approximate solution of (1), is calculated by the equation

$$\hat{w}(n) = \hat{w}(n-1) + \Delta \hat{w}(n).$$  \hspace{1cm} (8)

In Alg.1, we show the algorithm for solving the normal equations recursively. In that, $\mathbf{I}$ is given by $\mathbf{I} = n_i \mathbf{I}_N$ where $\eta$ is a small value, and $\mathbf{I}$ is an identity matrix of size $N \times N$.

Several algorithms can be used to solve the auxiliary equations (12). One of those algorithms is the dichotomous coordinate descent (DCD) algorithm that enables us to implement the RLS-type algorithm with the computation complexity of $O(M)$. The DCD algorithm is based on the binary expression of the elements of the solution vector. The DCD iteratively updates from the most significant bit of its elements and proceeds to less significant bits. The parameters of the DCD algorithm includes the number of bits $M_b$, the amplitude range $[\bar{H}, \bar{H}]$, and the maximum number of successful iterations $N_a$. We can control the amount of calculation by the value of $N_a$, namely, by assigning a larger value to $N_a$, a smaller error can be achieved, at the same time, the number of iteration, and hence, the amount of calculation increases. In Alg. 2, we show the DCD algorithm. In the following, we restrict ourselves to use the DCD algorithm to solve the auxiliary normal equations because of its lower computational requirement.

B. Kernel adaptive filters

Next, we briefly summarize the kernel adaptive filters. The concept of kernel adaptive filter is derived by applying the kernel method to the conventional linear adaptive filters.

To apply the kernel method, the input signal $u$ is mapped into a higher order characteristics space. We express this mapping as $\phi(u)$. Then, we try to expand and approximate the coefficient vector $w(n)$ in terms of the $\phi(u)$ as $w'(n)$:

$$w'(n) = \alpha_1\phi(u_0) + \cdots + \alpha_n\phi(u_{n-1})$$  \hspace{1cm} (18)

where $\alpha_i, i = 0, \ldots, n$ are the weights to be determined. Using

Algorithm 1 Procedure for Solving Recursively the Normal Equations

1. Initialize: $\hat{w}(-1) = 0$, $r(-1) = 0$, $R(-1) = \mathbf{I}$
2. for $n = 0, 1, 2, \cdots$ do
3. $R^{(n+1)} = R(n-1) + \mathbf{I}_{n}\phi(u)^T(n)$ \hspace{1cm} (9)
4. $e(n) = d(n) - \phi(u)^T(n)\hat{w}(n-1)$ \hspace{1cm} (10)
5. $\beta_0(n) = r(n-1) + e(n)\hat{w}(n-1)$ \hspace{1cm} (11)
6. $R(n)\Delta w(n) = \beta_0(n)$ \hspace{1cm} (12)
7. $\hat{w}(n) = \hat{w}(n-1) + \Delta \hat{w}(n)$ \hspace{1cm} (13)
8. end for

Algorithm 2 DCD algorithm

1. Initialize: $\Delta \hat{w} = 0$, $r = \beta_0$, $\alpha = H/2$, $m = 1$
2. for $k = 1, \cdots, N_a$ do
3. $p = \arg\max_{n=1, \cdots, N} |r_p|$
4. while $|r_p| \leq (\alpha/2)R_{p,p}$ do
5. $m = m + 1$, $\alpha = \alpha/2$
6. if $m > M_b$ then the algorithm stops
7. end while
8. $\Delta \hat{w}_p = \Delta \hat{w}_p + \text{sign}(r_p)\alpha$
9. $r = r - \text{sign}(r_p)\alpha R^{(p)}$
10. end for
the kernel trick, the output signal \( y(n) \) is expressed as
\[
y(n) = \phi(x_0)^{T}W_n
\]
\[
= \phi(x_0)^{T}(\alpha_1\phi(x_1) + \alpha_2\phi(x_2) + \cdots + \alpha_L\phi(x_L))
\]
\[
= \alpha_1\phi(x_0)^{T}\phi(x_1) + \cdots + \alpha_L\phi(x_0)^{T}\phi(x_L)
\]
\[
= \alpha_1\kappa(x_0, x_1) + \alpha_2\kappa(x_0, x_2) + \cdots + \alpha_L\kappa(x_0, x_L) \tag{19}
\]
where \( \kappa(\cdot, \cdot) \) shows the kernel function. By defining the vector \( h \) as
\[
h = [\kappa(x_0, x_1), \kappa(x_0, x_2), \cdots, \kappa(x_0, x_L)]^{T}
\]
and substituting into (19), we have a simpler expression of \( y(n) \)
\[
y(n) = h^{T}\alpha. \tag{21}
\]
This equation can be interpreted as the input-output relation of a filter \( \alpha \). Hence, in the kernel adaptive filtering, \( \alpha \) contains the filter coefficients to be adjusted and, for updating \( \alpha \), the linear adaptive algorithms can be used with slight modifications [4].

C. Sparsification of the dictionary

For implementing the kernel adaptive filters, the past input signal vectors \( x(n) \) are stored as a dictionary. As the time advances, the number of stored vectors and the order of the filter increase. Hence, the number of summation in (19) increases as \( n \). This is the feature that is not exists in the linear adaptive filtering.

The increase of the filter order and the dictionary size results in the increase of the required amount of calculation at each time. Therefore, when we apply the kernel adaptive filter to applications, we need a sparsification of the input signal in order to maintain the affordable amount of computation. For sparsifying the input signal, several methods are proposed so far [4], [6], [9]. In this paper, we consider to use the one proposed in [6] due to its simple structure.

The input signal vectors are stored in a matrix, or the dictionary, of size \( L \times M \) where \( M \) and \( L \) respectively show the length of the adaptive filter \( \omega \), and the number of signals stored. In this paper, we call \( L \) as the order of the dictionary.

In the sparsification method of [6], the input signal at time \( n \) is compared with each element of \( h \) by the equation
\[
\max|h_i(n)|_{i=1, \ldots, m} < \mu_0 \tag{22}
\]
where \( \mu_0 \) is the predefined threshold value. Only when this relation holds, \( x(n) \) will be added to the dictionary.

D. Fixed order implementation

Even if the sparsification method of the input signal is used, we cannot precisely estimate the required order of the dictionary in advance. Besides, if the environments are changed during the adaptation, a higher order shall be required. This might be a problem when implementing the kernel adaptive filters in the environments with a limited amount of memories such as embedded hardware.

To avoid this problem, a method is proposed for fixing the order of the filter and the dictionary for the kernel RLS [10]. In this method, the allowable maximum size of the dictionary \( L_{\text{max}} \) is set advance. When the order of the dictionary become larger than \( L_{\text{max}} \), the criterion for deletion \( \text{dis}(D_i) \) will be calculated. Then, the vector, an element of the dictionary, that gives the minimum \( \text{dis}(D_i) \) will be deleted. In Fig. 1, an example of the deletion of a vector is shown.

In this method, the convergence characteristics of the adaptive filter will be affected by the selection of the maximum order of the dictionary \( L_{\text{max}} \) and the criterion for determining the element for delete. Therefore, we must carefully select them.

III. THE PROPOSED METHOD

Here, we propose the kernel adaptive filter based on the RLS-DCD algorithm.

A. Order variation of the filter and the dictionary

As mentioned before, the order of the filter \( \alpha \) and also, that of characteristic space will increase as the time advances. Namely, the number of terms in the summation of (19) increases as \( n \). Therefore, we cannot directly apply the linear RLS-DCD to the kernel adaptive filter.

In the proposed method, we extend the equation (9) of Alg.1 which is the update equation of \( \text{R}(n) \) as (23). Hence, the required amount of calculation for (9) is increased from \( O(M) \) to \( O(L^2) \).

\[
\text{R}(n) = \lambda \left[ \begin{array}{cc}
\text{R}(n-1) & 0 \\
0 & 1 
\end{array} \right] + h(n)\overline{h(n)}^{T} \tag{23}
\]

Similarly, we propose to extend the equations (10), (11), and (13) as
\[
e(n) = d(n) - h(n)\overline{\alpha(n-1)} \tag{24}
\]
\[
\beta_0 = \lambda \left[ \begin{array}{c}
\text{r}(n-1) \\
0 
\end{array} \right] + e(n)h(n) \tag{25}
\]
\[
\alpha(n) = \left[ \begin{array}{c}
\alpha(n-1) \\
0 
\end{array} \right] + \Delta \alpha(n) \tag{26}
\]

Note that the DCD algorithm shown in Alg.1 is independent of other calculations. This implies that it is not affected by the increment of the filter order, and hence, the algorithm can be used without modification in the propose method.
Algorithm 3 Proposed kernel-RLS-DCD algorithm

1: Initialize: $D(0) = \{x(n)\}, \alpha(0) = \mu(0) = 0, R(0) = \Pi$
2: for $n = 1, 2, 3, \cdots$ do
3: $h(n) = x(n), D(n - 1))$
4: if $x(n)$ will be added to the dictionary then
5: $D(n) = D(n - 1) \cup \{x(n)\}$
6: $h(n) = \frac{[h(n)]}{[h(n)]}$
7: $R(n) = \begin{bmatrix} \mathcal{R}(n - 1) & 0 \\ 0 & 0 \end{bmatrix} + h(n)h(n)^T$
8: $e(n) = d(n) - h(n)^T \frac{[\mathcal{R}(n - 1)]}{[0]}$
9: $\beta(n) = \begin{bmatrix} \mathcal{R}(n - 1) \\ 0 \end{bmatrix} + e(n)h(n)$
10: $(\Delta a(n), \alpha(n)) = \text{DCD}(R(n), \beta(n))$
11: $\alpha(n) = \begin{bmatrix} \alpha(n - 1) \\ \Delta a(n) \end{bmatrix}$
12: else
13: $D(n) = D(n - 1)$
14: $R(n) = \mathcal{R}(n - 1) + h(n)h(n)^T$
15: $e(n) = d(n) - h(n)^T \alpha(n) - 1$ (36)
16: $\beta(n) = \begin{bmatrix} \mathcal{R}(n - 1) \\ 0 \end{bmatrix} + e(n)h(n)$
17: $(\Delta a(n), \alpha(n)) = \text{DCD}(R(n), \beta(n))$
18: $\alpha(n) = \alpha(n - 1) + \Delta a(n)$
19: end if
20: end for

B. Kernel-RLS-DCD algorithm[11]/[12]

We show the proposed algorithm for updating the adaptive filter in Alg. 3. In this algorithm, $x(n), d(n), e(n), h(n)$ and $D(n)$ are respectively the input, the desired, the error signals, the mapped set of the input signal, and the dictionary. Also, $\alpha(n)$ is the filter coefficient vector, and $k(\cdot, \cdot)$ is the kernel function. $\lambda$, and $\mu_0$ are the forgetting factor and the threshold value respectively. Note that DCD() indicates that the DCD algorithm is used to solve the auxiliary normal equations.

C. Fixed order dictionary in the proposed method

Let us consider to apply the method for fixing the order of the dictionary, which is described in Sec. II-D, to the kernel RLS-DCD algorithm. In [10], the discarding criterion is calculated from the relation between the diagonal terms of the inverse of the Gram matrix and the filter coefficients. However, the computational cost required to calculate the inverse of the Gram matrix is very high and, in the RLS-DCD, the Gram matrix is not used for updating the coefficients. Therefore, it is not effective to calculate the inverse of the Gram matrix for the single purpose of calculating the discarding criterion. Instead, in this paper, we propose a new discarding criterion suited for the kernel RLS-DCD algorithm.

First, we notice that from the equation (19), the output signal $y_n$ of the filter is expressed as

$$y_n = \sum_{i=1}^{L} \alpha_i \kappa(x_n, D_i).$$  \hspace{1cm} (41)

On the other hand, the output signal $\hat{y}_n$ under the condition that the $k$-th vector $D_k$ is deleted from the dictionary is expressed as

$$\hat{y}_n = \sum_{i=1}^{k-1} \alpha_i \kappa(x_n, D_i) + \sum_{i=k+1}^{L} \alpha_i \kappa(x_n, D_i).$$  \hspace{1cm} (42)

Hence, the difference of these signals show the error due to the deletion of $D_k$ and is given as

$$E_{n,k} = \|y_n - \hat{y}_n\| = |\alpha_k| \kappa(x_n, D_k).$$  \hspace{1cm} (43)

By averaging the errors for all the vectors stored in the dictionary, we obtain

$$E_k = \frac{1}{L} \|E_{1,k}, E_{2,k}, \ldots, E_{L,k}\|.\hspace{1cm} (44)$$

In this paper, we propose to select $k$ which minimizes $E_k$.

As a result, the proposed procedure to fix the order of the dictionary is shown in Alg. 4.

Algorithm 4 Updated algorithm of fixed order dictionary in the proposed method

1: if $L > L_{max}$ then
2: $k = \text{arg min}_{1 \leq l \leq L} \frac{1}{L} \sum_{l=1}^{L} \|e_r\| k(r, D_{rl})$
3: $D = D \setminus D_k$
4: Remove the $k$th row or column from $h, \alpha, R, r$
5: end if

IV. SIMULATION RESULTS

Here, we show some results of computer simulations using the proposed method.

A. Comparison of the proposed and the conventional methods

First, we show the results of channel equalization of a multi-path Rayleigh fading channel[4].

Conditions of the simulations are follows. The length of signal was 1000, the number of path $M$ is $M = 5$, the maximum Doppler frequency was $f_D = 100$ Hz, and the sampling rate was set as $T_s = 0.8 \mu s$. The parameters for the proposed algorithm were $\lambda = 0.955$, $H = 1$, $N_a = 8$, $M_b = 16$, and $\mu_0 = 0.8$. We compared the proposed, the kernel NLMS, and the kernel RLS algorithms. The Gaussian kernel was used as the kernel function for all the algorithms, and the kernel parameter $a$ was set as $a = -0.1$. The order of dictionaries was not fixed in this simulation.

We show the comparison of the mean squared errors (MSEs) in Fig. 2. On the other hand, Fig. 3 shows the comparison of execution time of simulation. From Fig. 2, we see that the proposed method provides almost same convergence characteristics and the excess errors with the kernel RLS algorithm, and better performance than the kernel NLMS algorithm. Besides, from Fig. 3, it is shown that the execution time of the kernel RLS algorithm increases as the order of the dictionaries increases, and on the other hand, the proposed method maintains almost flat time as that of the kernel NLMS algorithm.

B. Simulation with fixed order dictionary

Next, we consider the effect of fixed order implementation on the convergence characteristics and on the excess MSE of the kernel RLS DCD algorithm.

Here, we show the results of simulation of the forward prediction of Mackey-Glass sequence[4].
Mackey-Glass sequence is expressed by
\[ \frac{dx(t)}{dt} = -a_0 x(t) + \frac{b_0 x(t-(\tau))}{1 + x(t-(\tau))^\alpha} \]  
(47)
where the constants \(a_0\), \(b_0\), and \(\tau\) were set as \(a_0 = 0.1\), \(b_0 = 0.2\), \(\tau = 30\). The length of the training signal was 1000 and the ensemble average of 100 independent simulations are shown. The number of taps for the adaptive filter was set as \(M = 7\), and \(x_n = [x_0, \ldots, x_6]^{T}\), \(y_n = x_{n+1}\).

The parameters for the proposed kernel RLS-DCD were set as \(\lambda = 0.995\), \(H = 1\), \(N_a = 8\), \(M_0 = 16\), and \(\mu_0 = 0.9\). We compared the kernel RLS-DCD algorithm with and without order fixing method. For order fixing method, the maximum order of the dictionary was set as \(L_{\text{max}} = 20, 40, 60\). The Gaussian kernel with the kernel parameter \(\alpha = -0.05\) was used as the kernel function for all algorithms.

The comparison of the MSE characteristics is shown in Fig. 4. Also, in Fig. 5, we show the order of the dictionary and the indexes of the patterns stored in the dictionary. Note that, in these figures, fo-Kernel-RLS-DCD shows the kernel RLS-DCD with the proposed fixed order dictionary. From these figures, we can confirm that by decreasing the value of \(L_{\text{max}}\) the excess MSEs are slightly increasing. However, when \(L_{\text{max}} = 60\), the excess MSE of the fixed order structure is almost same as that of the non-fixed algorithm whose dictionary order reached about 120 as shown in Fig. 5.

When we did not fix the dictionary order, the average order at \(n = 1000\) is about \(L = 120\), so that the proposed method enables us to reduce the order by half. Also, in Fig. 5, we can confirm that the vectors in the dictionary will effectively changed to maintain the MSE characteristics.

V. CONCLUSIONS

In this paper, we proposed a fixed order implementation method of the kernel RLS-DCD algorithm. The proposed method enables us to implement with a fixed order dictionary to eliminate the variation of the required computation. Through the computer simulations implementing the proposed method, we showed that the method maintains the fast rate of convergence of the kernel RLS algorithm with less computational complexity.
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Fig. 5. Variation of the order of dictionary, and the input signal stored in the dictionary for Mackey-Glass time series simulation.


