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Abstract—We aim to distinguish between the “live” and “stu-
dio” versions of songs by using supervised techniques. We show
which segments of a song are the most relevant to this classifica-
tion task, and we also discuss the relative importance of audio,
music and acoustic features, given this challenge. This distinction
is crucial in practice since the listening experience of the user of
online streaming services is often affected, depending on whether
the song played is the original studio version or a secondary
live recording. However, manual labelling can be tedious and
challenging. Therefore, we propose to classify automatically a
music data set by using Machine Learning techniques under a
supervised setting. To the best of our knowledge, this issue has
never been addressed before. Our proposed system is proven to
perform with high accuracy on a 1066-song data set with distinct
genres and across different languages.

I. INTRODUCTION

Music Information Retrieval (MIR) has gained more and
more interest over the last few years. Progress in music, audio
and acoustic feature extraction, as well as state-of-the-art Ma-
chine Learning techniques, have boosted the development of
information retrieval. This assists Music Genre Classification
or Music Emotion Classification for example.

Meanwhile, with the fast-spreading development of the In-
ternet have come music streaming services, which have deeply
modified the experience of everyday music listeners. Though
the listening experience of the users of such services may be
enhanced through recommendation tools, for example, it may
also be affected by detrimental factors, such as bad quality
(due to a poor recording, unexpected stops, etc.) or song-
specific disappointment (a played song is different from or is
not the one that the listener was expecting). In this paper, we
are interested in targeting song-specific user disappointment.
In particular, we focus on the following problem: how to
guarantee that the song played is the original studio version,
and not a live recording. To the best of our knowledge, this
issue has never been addressed before. Therefore, we need to
give further insight into the problem.

Live versions of a song can differ greatly from the original
(“acoustic”) version; outward signs of the crowd presence,
inherent to any public performance, often interfere with the
music content. Most of the time, these signs are applause or
cheering.

Identifying those signs is a challenging issue, addressed
in the more general framework of audio event detection.
For example, in [1], the authors propose to measure the
audience’s appreciation through its applause or loud cheering

so as to detect the highlights of a baseball game. In [2],
applause identification is used to distinguish the music pieces’
boundaries and highlights in Carnatic concerts (with a single,
continuous recording). For instance, in [3], the authors propose
to use Mel Frequency Cepstrum Coefficients (MFCCs) to
detect applause. In [4], an SVM-based audio event detection
system is implemented to differentiate speech, music, cheering
and applause, using Linear Predictive Cepstrum Coefficients
(LPCCs), pitch, and audio signal energy-related features. The
same issue is addressed in [5], though they use MFCC and
MPEG-7 audio features, and their system aims to classify
audio events classification in sport. However, on our music
classification task, such audio event detection is more chal-
lenging since applause, cheering, music and the artist’s voice
are mixed. Nonetheless, such strategies give us some insight
into the features that may be useful to discriminate between
live and studio versions of songs.

Meanwhile, previous works in music classification offer
us some insightful perspectives. In music genre classifica-
tion, for example, supervised systems have been successfully
built using timbral features (including MFCCs, roloff, flux,
zero-crossings and spectral centroid), beat histogram features,
and rhythmic and pitch content features [6]. Psycho-acoustic
features (describing the loudness, the pitch, the sharpness,
etc.), aimed at modeling the parameters of human auditory
sensation, have been used in music emotion classification [7],
in addition to some of the aforementioned features.

These works, in both the audio and music processing fields,
will guide our steps in building the most relevant feature set
for our given task.

The rest of this paper is organized as follows: in section
II, we present our methodology, our music data set and our
feature set. The experiments presented in section III show us
which parts of a song are particularly useful for information
retrieval. In section IV, we propose an experimental study of
the relative importance of the features introduced in section
II. We then show that our system performance is independent
of the language used by the singer(s), using some English and
French music data sets. We conclude in section VI.

II. LIVE AND STUDIO VERSIONS IDENTIFICATION SYSTEM
A. Music data set

We constitute a music data set composed of 1066 unique
songs from various genres (rock, pop, jazz...) and in different



languages (English, French, Spanish, Chinese, Portuguese).
The class distribution can be seen in Table I.

TABLE I
CLASS DISTRIBUTION OF THE MUSIC DATA
SET
Live songs | Studio songs | Total songs
378 688 1066

The class “live” refers to the songs recorded during live
performances (concerts), while the class “studio” refers to the
original songs recorded in a studio. Note that to guarantee a
fair classification, all songs have been extracted from official
albums. In other words, the “live” songs have not been
recorded by amateurs and are of similar quality to the “studio”
songs.

We consider a very general framework, where all songs are
unique a priori, regardless of their class (“studio” or “live”).
Therefore, we do not consider two (or more) different versions
of the same song, but rather a set of songs unrelated to each
other (except for the class label).

B. Feature set

Since this classification task has not been addressed before,
we decided to extract a wide range of features that have been
proven to be useful in both sound event detection and music
classification. Thus, we extracted MFCC features, plus other
timbral features (zero crossings, spectral centroid, flux, roloff,
etc.) LPCC features, MPEG-7 features (Spectral Flatness
Measure and Spectral Crest Factor), psycho-acoustic features
(loudness, sharpness, spectral and tonal dissonance, etc.), beat
histograms and signal energy-based features. These features
were extracted using three toolkits: Marsyas [8], OpenSMILE
[9] and PsySound [10].

We first extracted 30-second samples of each music piece
prior to converting them to 22,050 Hz and 16 bits format
and mono channel PCM WAV files. The features were then
extracted from these files and concatenated in one single vector
(following an early integration strategy).

C. Classifiers

In the following section, we detail how we ran different
experiments under a supervised setting. We compare the
performance of three classifiers, namely, Naive Bayes (NB),
k-Nearest Neighbors (k-NNs) and Support Vector Machines
(SVMs). For SVM training, we used the Sequential Minimal
Optimization algorithm introduced in [11], and we used two
different kernels for SVMs, linear and polynomial (with ex-
ponent 2).

III. EXPERIMENTS AND RESULTS

A. Comparison of different classifiers

As is often done in Music Classification (see [12] for genre
classification and [13] for mood classification), we chose the
second 30 seconds of each song as the sample for feature

extraction. This choice assumes that the audio/music content
does not differ too much during this period.

We performed a feature selection using the method de-
scribed in [14]. This correlation-based attribute subset se-
lection method was implemented using weka [15]. We used
a greedy forward search for the features subset selection.
Feature selection was conducted using stratified 10-fold cross
validation. It implies that, though the folds were chosen
randomly, the proportion of “live” and “studio” songs within
each fold is roughly the same as in the original data set.

Classification was then performed using the same folds as
used for the feature selection. Results can be seen in Table II.

TABLE II
GLOBAL ACCURACY COMPARISON USING VARIOUS
CLASSIFIERS
1-NN 78.80
10-NN 79.27
15-NN 80.68
Naive Bayes 75.05
SVM (linear kernel) 80.88
SVM (polynomial kernel, exponent 2) 82.55

Experimental results show that we achieve very good ac-
curacy. SVMs with polynomial kernel turn out to outperform
both k-NN (k = 1, £k = 10 and k£ = 15) and Naive Bayes.

However, we may wonder whether other segments of the
song may be more meaningful than these second 30 seconds.
This is the purpose of the approach in the following subsection.

B. Alternative segmentation approach

Identifying whether a given song constitutes a live perfor-
mance recording or not can sometimes be done by listening
only to the first seconds of the song. This motivates an alterna-
tive segmentation approach. We thus propose to perform our
classification task on other segments of each song. Therefore,
we extracted the features from samples lasting from O until
30 seconds (referred to period A), from 30 until 60 seconds
(referred to B) and from 60 until 90 seconds (referred to C).
AB refers to samples lasting from 0 to 60 seconds, where
features from periods A and B have been concatenated in one
single vector. BC' refers to samples from 30 to 90 seconds
and ABC' to samples from 0 to 90 seconds.

From here on, we used only SVMs. These classifiers per-
formed better than the other classifiers in further experiments,
but comparison results are omitted for the sake of space and
readability.

Results are presented in Table III.

Experimental results show that period A (corresponding
to the very beginning of the song) is more meaningful than
periods B and C' (0 — 30s and 30 — 60s). This is induced
by the fact that, in most cases, audio events such as cheering



TABLE III
GLOBAL ACCURACY COMPARISON USING CONSECUTIVE SEGMENTS OF A

SONG
SVM Segments of the song
classifiers A B C AB | BC | ABC
Linear SVM 90.05 | 80.88 | 80.30 | 91.28 | 84.24 | 91.37
Polynomial SVM | 91.56 | 82.55 | 81.05 | 91.18 | 85.46 | 91.84

and applause, are present at the beginning of a live version,
whereas they are absent from a studio version of a song.
This validates the observation that humans usually only need
the few first seconds of a song to know whether it is a live
performance or not. However, the accuracy when using the B
or the C' samples also shows that we can achieve very good
results, while human labelling is much more challenging if we
only consider such parts of the song.

Samples B and C' also prove to bring some discriminative
information with respect to the A sample, since the results
achieved with the AB and ABC samples (0—60s and 0 —90s)
are better than A’s accuracy result.

IV. FEATURES RELEVANCE STUDY

In this section, we are interested in evaluating the relative
performance of some subsets of the features. Indeed, previ-
ously, we relied on the feature selection method to guarantee
a high-correlation between features and classes.

For the following experiments, we used only SVMs on the
first 30 seconds of the songs (sample A, as denoted in section
III).

A. Features subsets significance

We first wanted to measure the actual relevance of the
MFCC, the MPEG-7, the LPCC and the psycho-acoustic
features. We thus classified our data set using these subsets
of features separately. Results are shown in Table IV.

While MFCC features lead to relatively good classification,
it turns out that the LPCC features are of limited interest (with
an accuracy of only 64.54% using a linear kernel). Psycho-
acoustic features give some fairly good results, which may
confirm the assumption that we actually “perceive” differently
a live version and a studio version of a song, especially
regarding factors such as loudness or pitch. We observe similar
results with only MPEG-7 features, timbral features (excluding
MFCCs), or beat histograms features (with a global accuracy
ranging from 79.36% to 83.49%). However, the signal energy-
based features lead to a relatively lower accuracy (73.86% with
a linear kernel).

B. Influence of the MFCC and LPCC features on the global
accuracy

In this part, we study empirically the influence of the
removal of some subsets of features on the global accuracy.

We first removed all the MFCC-based features from the
original feature set, built using the first 30 seconds of a

TABLE IV
INDIVIDUAL SUBSET RELEVANCE (ACCURACY)

Subsets of SVM classifiers
features Linear kernel | polynomial kernel
MFCCs 86.96 80.30
LPCCs 64.54 71.01
MPEG-7 78.48 79.93
PA? 79.46 80.21
Timbral® 81.23 83.49
BH® 79.36 79.17
SE¢ 73.86 73.54

2 Psycho-acoustic features

b Excluding MFCCs

¢ Beat histograms features

d Signal energy-based features

song. We then removed the LPCC-based features and the
psycho-acoustic features. We also present the global accuracy
results when we remove both MFCCs and LPCCs, and finally
all LPCCs, MFCCs and psycho-acoustic features (noted PA
features). We also recall the global accuracy of the complete
original feature set (without feature selection) for comparative
purpose. Results are shown in Table V.

TABLE V
INFLUENCE OF THE REMOVAL OF SUBSETS OF FEATURES ON
THE GLOBAL CLASSIFICATION ACCURACY

Original SVM classifiers
feature set Linear kernel | polynomial kernel
Complete 90.90 89.87
Without MFCCs 90.81 90.71
Without LPCCs 90.415 91.56
w/o PA features 90.72 92.50
w/o MFCCs/LPCCs 90.71 90.52
w/o PA/MFCCs/LPCCs 91.75 89.96

The experimental results show that the removal of the
MFCC features does not imply a decrease in performance
accuracy. Interestingly, MFFCs alone outperform other subsets
of features (as we showed in section IV.A.). It suggests the idea
that MFCCs may be redundant to other subsets of features, like
other timbral features for example. The same conclusion holds
when it comes to the LPCC features and to the psycho-acoustic
features.

It implies that the MFCC, the LPCC and the psycho-
acoustic features (considered separately) are redundant to the



remaining features, namely: the MPEG-7 features, the timbral
features (excluding the MFCCs), the beat histograms features
and the signal energy-based features. These results show that
extracting the MFCC, the LPCC and the psycho-acoustic
features is not necessary to achieve a very good performance
(in terms of accuracy) for live/studio versions identification.

V. LANGUAGE CORRELATION DISCUSSION

We mentioned earlier the fact that our data set was com-
posed of distinct genres and languages. The language distri-
bution of our data set is presented in Table VI. By language,
we mean the actual language used by the singer(s) within the
song.

TABLE VI
LANGUAGE AND CLASS DISTRIBUTION OF THE MUSIC DATA SET
Language Live songs | Studio songs | Total songs
English 330 422 752
French 48 235 283
Miscellaneous 0 31 31
Total songs 378 688 1066

We applied our previous method to the English music data
set and the French music data set separately. We ignored the
other songs composing our data set since they did not represent
a significant part of the music set.

Following the conclusions in section III, we used only the
first 30 seconds of each song (sample A) for feature extraction,
and ran Support Vector Machines as classifiers, using 10-fold
cross validation. No feature selection was performed. Results
are shown in Table VII. The line reading “English and French”
refers to the set with English data and French data combined
together.

TABLE VII
GLOBAL ACCURACY ON THE ENGLISH AND FRENCH DATA
SETS
SVM classifiers
Language(s)

Linear kernel | polynomial kernel

English 88.99 90.85

French 91.93 91.58

English and French 91.05 91.05

One can see that our system performs well on both English
and French data sets, with a similar accuracy of close to 91%
(with a polynomial kernel). This implies that our system may
be language-independent, which is supported by the fact that
no linguistic-related features have been considered for this
classification task.

VI. CONCLUSION

We proposed to identify studio and live versions of a song
using Support Vector Machines. We have shown that not

all segments of a song are of equal relevance regarding the
classification accuracy. We also have given some insight into
the relative importance of some features to our given task.
In particular, we showed that that some subsets of features
(such as MFCCs, widely used in music classification, or
LPCCs, used in speech-related audio events detection) are not
necessary to efficiently distinguish between studio and live
versions of a song.

The system described here also paves the way for further
experiments. We plan to conduct experiments with our system
under a semi-supervised setting, which may be more adapted
to real-life situations, where only few labelled data are avail-
able. This system is very promising since it may help to
enhance the listening experience of online streaming services
users.
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