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Abstract—This paper presents a successful attempt to improve
single trial P300 response classification results in a novel moving
sound spatial auditory BCI paradigm. We present a novel
paradigm, together with a linear support vector machine classi-
fier application, which allows a boost in single trial based spelling
accuracy in comparison with classic stepwise linear discriminant
analysis methods. The results of the offline classification of the
P300 responses of seven subjects support the proposed concept,
with a classification improvement of up to 80%, leading, in the
best case presented, to an information transfer rate boost of
28.8 bit/min.

I. INTRODUCTION

Severe motor disabilities limit patients’ ability to commu-
nicate, especially in cases of amyotrophic–lateral–sclerosis
(ALS), severe cerebral palsy, head trauma, multiple sclero-
sis, and muscular dystrophies. Such people are incapable of
conveying their intentions (locked–in syndrome (LIS) [1])
to their external environment. Given that ALS is the third
most common neurodegenerative disease, with an incidence in
Japan of 5 in 100, 000 cases per year [2] and that this illness
mostly occurs in adulthood, an improvement in the patients’
dependence on the health care system is a major issue for
rapidly aging societies.

Over recent decades, numerous research projects have been
undertaken in order to develop novel communication tech-
niques which could rehabilitate or bypass the peripheral nerves
and muscles destroyed by disease degenerative processes. A
promising method to create or establish new communication
abilities from the central neural system (the brain) to the
external environment utilizes electroencephalography (EEG)
in a brain–computer interface application (BCI) [3]. The most
successful BCI paradigms utilize the so-called exogenous
mode, which requires the user’s sensory ability to be involved
in receiving a stimulation from the external environment to
induce sensory neurophysiological responses possible to be
captured in noninvasive EEG recordings.

So far, the primary choice of interaction modality has
been vision, relying on the subject’s ability to control eye
movements, which might become impossible to maintain in

the case of patients suffering from LIS [1]. Therefore, other
modalities have recently been explored, such as hearing [4]
and touch [5] in order to create vision independent BCIs.
Furthermore, a very recent report [6] confirmed the superiority
of the tactile BCI in comparison with visual and auditory
modalities tested with an LIS patient.

The first auditory paradigm BCIs were developed based on
binary decisions allowing for lower information transfer rates
(ITR) [7] compared with multi–class interfacing solutions. In
order to address the need for a multi–class BCI, a spatial audi-
tory paradigm has been proposed [8], [7]. This paradigm uses
spatially distributed, auditory cues. However this paradigm still
does not result in ITR scores leading to a fast BCI application
that could rely solely on the auditory modality. The ITR
results are still inferior compared with the visual paradigms.
Moreover, the problem of so-called lower audible angles in
spatial auditory perception limits the accuracy of static sound
based BCI applications. Therefore, we propose to the use
moving sound stimuli to create cues that are richer and easier
to perceive [9]. The moving stimuli allow for the creation of
sound cues traveling in multiple angular directions, bypassing
possible lower angles in the subject’s spatial audition.

Our research hypothesis is summarized as follows. In the
spatial auditory BCI, the use of moving sound stimuli resolves
the problem of lower audible angles and it should lead to
an increase in accuracy compared with classic static cases.
The concept has already been tested in [10], [11] without
fully satisfactory results, due to the necessary averaging of
EEG event related potentials (ERP) and the low classification
accuracy obtained with stepwise linear discriminant analysis
(SWLDA) [12] classifiers. In order to improve the classifica-
tion accuracy and ITR, we propose to use a linear support
vector machine (SVM) classifier as implemented by [13] in a
single trial (no response averaging) scenario.

In order to test the hypothesis, a five vowel spatial speller
task is proposed, as first developed for the static case in [9].
We test and compare the results offline with the linear SVM
single trial classification concept, using the experimental data



collected within the project [10].

II. METHODS

To realize the experiments, seven healthy subjects were
involved (mean age of 30.71 with a standard deviation of
7.70; two females and five males). All the experiments were
performed at the Life Science Center of TARA, University
of Tsukuba, Japan. The online EEG BCI experiments were
conducted in accordance with The World Medical Associa-
tion Declaration of Helsinki - Ethical Principles for Medical
Research Involving Human Subjects. The two protocols were
designed to reproduce the auditory experiments as proposed
in [9] with the addition of the moving sound modality.

A. BCI Static and Moving Sound Experimental Protocols

The 200 ms long spatial unimodal (auditory) stimuli were
presented from five distinct virtual spatial locations through the
use of headphones. All the subjects conducted a psychophysi-
cal test with a button press response to confirm understanding
of the experimental setup for the two protocols. These tests
resulted in average response delays with means of around
450 ms, suggesting that the tasks were well understood and the
mental load differences among the stimuli were not significant.
The stimuli sounds used were the Japanese vowels a, i, u, e,
o, represented in hirigana.

The subjects were instructed to mentally attend to the
targets presented and spell the five vowel random sequences,
which were presented audibly in each session. The target was
presented with 20% occurrence probability. It has been shown
that such an occurrence probability is rare enough to produce a
clear P300 response [14]. Each target was presented ten times
in a single spelling session and the single ERP trial (a set
of a single target and four non–targets set) responses were
later used for the classification in order to improve the BCI
interfacing speed. The inter–stimulus interval (ISI) was set to
500 ms and each stimuli length was 200 ms.

In the static sound, the auditory source image of the vowel
was virtually positioned approximately at one meter distance
from the subject’s head using a vector based amplitude pan-
ning (VBAP) approach [15]. The five vowels were angularly
separated by 45◦ from right to left as depicted in Figure 1.

In the moving sound protocol, the spatial angle origin
positions were the same as in the static example. The virtual
sound moving effects were applied in order to simulate five
movement trajectories, as depicted in Figure 2. The sound
movement effect was generated using a combination of binau-
ral loudness and Doppler effects, as proposed and described
in [10].

Both the static and moving sound stimuli oddball auditory
BCI–spelling sequences were conducted three times by each
subject, of which the first sequence was considered as training,
the second was used for the classifier setup and the third for
the BCI–speller accuracy tests reported in Table I.

A subjective comfort preference questionnaire between
static and moving sound protocols was collected from the
subjects after the experiments.

Fig. 1. Auditory source image directions visualization in the static spatial
sound BCI protocol. The five vowels were angularly separated by 45◦ starting
from 0◦ at the right ear level.

Fig. 2. Auditory source image directions and movement trajectories visual-
ization in the moving sound BCI protocol. The five sounds were virtually
moved spatially, as depicted by the arrows in the figure. The vowel sounds
of a and o were moved using the sound motion virtualization method from
left to right and right to left accordingly. The vowel u was moved frontally
toward the subject’s head, while the vowels i and e oscillated around 45◦ and
135◦ angular directions.

B. EEG Recording and Processing Steps

During the original online BCI experiments, in a project
reported in [10], [11], the EEG signals were captured with
eight active dry g.SAHARA electrodes connected to the
g.MOBIlab+ EEG amplifier, both by g.tec Medical Instru-
ments GmbH, Austria. The electrodes were attached to the
following head locations Cz,CPz, P1, P2, P3, P4, Cp5, and
Cp6 as in the 10/10 extended international system [16]. The
ground and reference electrodes were attached to the left and
right mastoids respectively. The sampling frequency was set
to 256 Hz, with a high pass filter at 0.1 Hz, the low pass filter
at 40 Hz, with a power line interference notch filter set in the



Fig. 3. Grand mean auditory ERP visualization for all subjects, together with
P300 responses obtained in the static sound spatial auditory BCI experiment.
The eight EEG electrodes are depicted separately. The blue lines represent
non–targets, and the red lines represent the targets. The P300 response is
clearly visible in the 400 − 700 ms latency ranges. The interesting P200
modulation (lower amplitudes for targets) is also depicted.

48− 52 Hz band to avoid spurious subharmonic and possible
amplifier saturation effects.

The recorded EEG signals were then processed offline
and classified using the SWLDA [17] and linear SVM [13]
classifiers with features drawn from 0−800 ms ERP intervals,
as explained in detail in the following section.

III. EEG RESPONSES ANALYSIS AND BCI
CLASSIFICATION

The segmented EEG data were first bandpass filtered within
a band of 0.1−25 Hz, and responses with an amplitude larger
than 80 µV were rejected from further analysis.

The P300 grand mean average for all subjects response
analysis results are depicted in Figures 3 and 4 for static and in

Fig. 4. AUC analysis result of target and non–target response discrimination
in the static sound spatial auditory BCI experiment. The top panels present
two topographic head plots with electrode positions and spatial maps of
the response at maximum and minimum AUC values as obtained from the
bottom panel time series depicting this quantity for each electrode separately.
The middle two panels depict the ERP responses to targets and non–targets
together. A resulting AUC analysis of the two middle panel plots is presented
in the bottom panel of the figure.

Figures 5 and 6 for moving sound protocols, respectively. The
top panels in Figures 4 and 6 present the area under the curve
(AUC) values projected on a head topographic plot with EEG
electrode locations used for maximum and minimum results.
The AUC method allows for ERP response discrimination
analysis for a subsequent classification, as also depicted in the
three lower panels in both the figures for target (note P300
responses), non–target and AUC time series. The separated
ERP responses for targets and non–targets recorded for each
electrode are depicted in Figures 3 and 5.

The best mean discrimination between target and non-target
stimuli was obtained at around 539 ms after stimulus emission



Fig. 5. Grand mean for all subjects auditory ERP visualization together with
P300 responses obtained in the moving sound spatial auditory BCI experiment.
The eight EEG electrodes are depicted separately. The blue lines represent
non–targets, and the red represent the targets. The P300 response is clearly
visible in the 400− 700 ms latency range. The interesting P200 modulation
(lower amplitudes for targets), similar to in the static case presented in
Figure 3, is also depicted.

for the static and at 551 ms after stimulus emission for the
moving sounds, as in the grand mean averaged responses for
all the subjects in the study. These periods fit well with the
rise in P300 in the case of auditory stimuli [18]. The AUC
scores for static sound resulted in between 0.52 and 0.55,
which allows for the features’ subsequent classification. For
the moving sound, the scores similarly resulted in between
0.51 and 0.54. The three bottom panels in Figures 4 and 6
represent the grand mean average responses of all subjects
to target and non–target stimuli, and the AUC scores over
time for each electrode. For the static protocol, we can see
that the differences in electrical activity between target and
non–target, as depicted in Figure 3, were the most significant

Fig. 6. AUC analysis result of target and non–target response discrimination
in the moving sound spatial auditory BCI experiment. The top panels present
two topographic head plots with electrode positions and spatial maps of
the response at maximum and minimum AUC values as obtained from the
bottom panel time series depicting this quantity for each electrode separately.
The middle two panels depict the ERP responses to targets and non–targets
together. A resulting AUC analysis of the two middle panel plots is presented
in the bottom panel of the figure.

for the P200 [19] around 320 ms, and for the P300 around
540 ms. Yet the AUC value is significant (above 0.5) only
for the P300 event. Similar responses were obtained for the
moving sound protocol, as depicted in Figure 5, which is proof
of the usability of the proposed concept for a novel spatial
auditory BCI–speller paradigm.

The results of the SWLDA and linear SVM classifiers in the
single trial P300 classification are summarized in Table I. The
application of the linear SVM classifier from the package [13]
allowed for a boost in classification results of up to 71.4% on
average for moving and up to 62.9% for static sounds. This is
in comparison with the SWLDA classifiers previously reported



TABLE I
SINGLE TRIAL BASED BCI–SPELLER ACCURACY (NOTE,

THIS IS NOT A BINARY P300 CLASSIFICATION RESULT,
BUT THE ENSUING SPELLING RESULT WITH A

THEORETICAL CHANCE LEVEL OF 20%) IN SPATIAL
STATIC AND MOVING SOUND SPELLING TASK USING THE

CLASSIC SWLDA AND LINEAR SVM CLASSIFIERS.

The proposed spatial moving sound paradigm

Subject number SWLDA result Linear SVM result
#1 40% 80%
#2 0% 80%
#3 20% 60%
#4 40% 100%
#5 40% 80%
#6 20% 40%
#7 40% 60%

Average: 28.6% 71.4%

The classic spatial static sound paradigm

Subject number SWLDA result Linear SVM result
#1 20% 60%
#2 20% 80%
#3 20% 60%
#4 40% 80%
#5 0% 40%
#6 20% 60%
#7 20% 60%

Average: 20% 62.9%

in [10], which in the same case resulted in an average of 28.6%
and 20.0% spelling accuracies respectively, which is close to
the theoretical chance level.

We conclude that the analysis of EEG data demonstrates
much better results offline with the SVM classifier from the
package [13] than the linear SWLDA [17] in the single trial
scenario, and also than averaged responses on the same dataset
reported in [10], [11]. As a result of the single trial ERP
classification in the spatial sound auditory BCI pilot study,
a better accuracy was obtained for the moving sound stimuli
compared with the classic static stimuli.

The results of the ITR calculation presented in Table II sup-
port the concept presented, with much better scores compared
with the contemporary static spatial BCI paradigm [7], where
25.20 bit/min at best (average 17.39 bit/min) was reported.
Our moving sound stimuli cue resulted in a best score of
55.73 bit/min (average 24.60 bit/min).

Figure 7 reports the subject preference questionnaire results.
The moving stimulus had in the greatest preference at 43%,
compared with the static at 29%, and no preference with a
28% score. The preference analysis also supports the proposed
concept of the moving sound stimulus validity for the spatial
auditory BCI–speller utilization.

IV. DISCUSSION

The aim of this study was to enhance single trial classifi-
cation results in the proposed moving sound sources spatial
auditory BCI paradigm in comparison with the classic static
spatial protocols. Offline results obtained with the SWLDA
classifier have been enhanced by the proposed linear SVM
approach, which boosts the BCI spelling results up to 71.4%
on average for moving and up to 62.9% for static sounds

TABLE II
SINGLE TRIAL BASED SPELLING ACCURACY (SEE TABLE I) BASED

ITR RESULTS. FOR A COMPARISON, THE MAXIMUM ITR REPORTED
IN THE CONTEMPORARY STATIC SPATIAL BCI PARADIGM [7] WAS

25.20 BIT/MIN (AVERAGE 17.39 BIT/MIN).

The proposed spatial moving sound paradigm

Subject number SWLDA based ITR Linear SVM based ITR
#1 3.62 bit/min 28.80 bit/min
#2 0.00 bit/min 28.80 bit/min
#3 0.00 bit/min 13.22 bit/min
#4 3.62 bit/min 55.73 bit/min
#5 3.62 bit/min 28.80 bit/min
#6 0.00 bit/min 3.62 bit/min
#7 3.62 bit/min 13.22 bit/min

Average: 2.06 bit/min 24.60 bit/min

The classic spatial static sound paradigm

Subject number SWLDA result Linear SVM result
#1 0.00 bit/min 13.22 bit/min
#2 0.00 bit/min 28.80 bit/min
#3 0.00 bit/min 13.22 bit/min
#4 3.62 bit/min 28.80 bit/min
#5 0.00 bit/min 3.62 bit/min
#6 0.00 bit/min 13.22 bit/min
#7 0.00 bit/min 13.22 bit/min

Average: 0.52 bit/min 16.30 bit/min

(chance level of 20%). The resulting ITR scores at a maximum
of 55.73 bit/min (24.60 bit/min on average) are also very
promising for future online application with patients suffering
from LIS.

The increase in accuracy of the moving sound in comparison
to the static allows subjects to avoid the problem of too low
audible angles in auditory spatial cognition. These are the
novel and attractive points of the proposed new paradigm.

The moving sound protocol proved to be more comfortable
than the static one. This characteristic is of interest because
auditory paradigms tend to be more boring than other modal-
ities.

The approach presented shall help, if not to reach the goal,
to get closer to our objective of the design of a more user
friendly BCI. Thus, we can expect that patients suffering from
LIS will be able to use an appropriate BCI interface more ef-
ficiently and comfortably to restore their basic communication
abilities.

V. CONCLUSIONS

The results of this study shall lead directly to a new
improved spatial auditory BCI paradigm and restoration of the
communication ability of LIS patients. We have demonstrated
that the use of moving sound stimulus ameliorates the spelling
accuracy results and improves the interfacing comfort based on
subject preference reports. Our research shows that a moving
sound stimulus is proven to be more accurate, as shown by
P300 response classification with a linear SVM in the single
trial cases, and more comfortable than the classic static cases.

The proposed moving sound protocol helps to avoid the
problem of lower audible angles in spatial auditory perception.
Still there remains a long way to go before providing an



static sound

moving sound

no preference

Fig. 7. Stimulus preference and comfort analysis results for all subjects
between static and moving protocols. The subject responses resulted in 43%
for moving sound stimuli, 29% for the classic static, and 28% without any
preference indication.

efficient and comfortable auditory BCI, but our research has
progressed toward this goal.
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