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Abstract—In this paper, we propose a method for synchro-
nizing asynchronous channels in an ad-hoc microphone array
based on single source activity for speech enhancement. An ad-
hoc microphone array can include multiple recording devices,
which do not communicate with each other. Therefore, their
synchronization is a significant issue when using the conventional
microphone array technique. We here assume that we know two
or more segments (typically the beginning and the end of the
recording) where only the sound source is active. Based on this
situation, we compensate for the difference between the start and
end of the recording and the sampling frequency mismatch. We
also describe experimental results for speech enhancement with
a maximum SNR beamformer.

I. INTRODUCTION

A microphone array using multiple microphones can per-
form various types of signal processing by obtaining spatial
information from the phase difference of the sound waves
that reach the microphones. There has been rapid progress
in research on the application of this technology to hands-
free speech recognition and the understanding of the sound
environment by computers in real environments. For example,
a beamformer enhances target speech by controlling direc-
tional characteristics. Also, blind source separation extracts
speech sources from the mixed observation of multiple sources
without prior information. Generally, these microphone array
signal processing techniques assume that the microphone
elements are placed regularly and the recording channels are
synchronized properly with unified multichannel A/D convert-
ers, and such requirements result in the limited applicability
of microphone arrays because of the need to use special
expensive equipment.

To extend the application of microphone array signal pro-
cessing, increasing attention has been paid to ad-hoc mi-
crophone arrays, which use multiple independent recording
devices for multichannel speech signal processing. The ad-
vantage of the ad-hoc microphone array is that it gives us
freedom when choosing recording devices for many-channel
recording, and it requires no large-scale recording devices
such as special microphones or many-channel analog-to-digital
converters (ADCs). However, asynchronous channels have
many additional issues that are not dealt with in conventional
microphone array signal processing. For example, the array
geometry is unknown, the recording devices have different

unknown gains, and each device starts recording indepen-
dently. In particular, the sampling frequencies are not common
to all the observation channels because of independent A/D
converters, and sampling frequency mismatches are inevitable.
The difference between the unit lengths of samples causes
the time difference between observed digital signals in differ-
ent channels to drift. Since most of array signal processing
methods assume that the locations of sound sources have
unique time differences of arrival (TDOAs) among observation
channels, even a sample of change in the TDOAs is very large
for array signal processing.

Several studies have tried to deal with this problem. On
the assumption that there was no sampling frequency mis-
match, some authors proposed blind alignment to estimate
the recording start time and the positions of microphones and
sources simultaneously. Robledo ef al. examined compensation
of the sampling mismatch by resampling with interpolation.
For blind estimation of sampling mismatch, Liu ef al. utilized
the correlation of an amplitude spectrogram. Markovich et al.
proposed the semi-blind compensation of sampling mismatch
with given speech absence information. Recently, we proposed
the accurate blind compensation of sampling mismatch assum-
ing stationarity of observation.

In this paper, we propose a user-guided speech enhancement
framework in an ad-hoc microphone array scenario assuming
that two short intervals of target speech activity are specified
by the user. By estimating the inter-channel time difference of
the specified intervals, the identification of the sampling mis-
match is no longer a blind estimation problem. The intervals
are also used for the adaptation of a maximum signal-to-noise
ratio (SNR) beamformer for speech enhancement. Although
the well-used approach to adaptation with a steering vector is
not easy in the distributed microphone array scenario where
the positions of speakers and microphones are unknown, a
maximum SNR beamformer optimizes its directivity using
speech activity information without the steering vector. Ex-
perimental results show that our proposed method enhances
the target speech successfully by employing the multichannel
attribute of an ad-hoc microphone array.



II. TIME DOMAIN MODEL OF ASYNCHRONOUS RECORDING

First, we discuss the formulation of the drift in asyn-
chronous recording. Although we limit the discussion to the
sampling frequency mismatch between two channels in this
paper, it is easy to extend it to three or more channels by
fitting sampling frequency of all channels to one specific
channel. Suppose that sound pressures x; (¢) and xo (f) on
two microphones are sampled by different ADCs as x1(n;)
and x2(n2), where t denotes continuous time and n gives
the discrete time. Also suppose that the sampling frequency
of z1(n1) is fs, and that of xa(ng) is (1 + €)fs with a
dimensionless number e. This paper assumes that the ADCs
have common nominal sampling frequencies and |¢] < 1.
Then the relations between z;(n) and x;(t) for ¢ = 1,2 are
given by

I (nl) = X1 <7}:) (l)

xg(ng):X2<( 12

Te)fs + AT21> (2)

Where ATy is the time at which the sampling of x5(ns)
starts. Here, the sample number that refers to the same time ¢
of channel i (¢ = 1,2) is given by

n =tfs, 3)
Ng = (1 + 6)(t — AT?l)fs- (4)

Then, no is expressed with n; as below,
ng = (1 +€)ny — (1 +¢€)Day, )

where Doy = A5, fs stands for the discrete time of the first
channel when the recording of the second channel starts. And
the difference between n; and ny is given by

(b(nl) =Ngo — N1 = €N — (1 + G)Dgl. (6)

The difference ¢(n1) in the number of samples between
two signals has a proportionate relationship, and increases
with time. This causes the source image to drift and is
equivalent to the source position moving artificially. Such
movement disrupts conventional microphone array techniques
which utilize the time difference of arrival (TDOA) explicitly
or implicitly to control directivity. Therefore, it is necessary
for the ad-hoc microphone array to estimate the sampling
frequency mismatch e.

III. SUPERVISED IDENTIFICATION AND COMPENSATION OF
SAMPLING MISMATCH

In our proposed framework in which short intervals where
only a target source is active are given for the speech enhance-
ment, the estimation of the sampling mismatch is no longer an
unsupervised estimation problem. This section describes our
proposed supervised identification of the sampling mismatch.
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Fig. 1. Mismatch model.

A. Identification of sampling mismatch using single-source-
active short intervals

Before proceeding to a discussion of the estimation proce-
dure, we show that both the sampling frequency mismatch e
and the recording start offset Do are identifiable if two pairs
{na1,na2} and {np1, npa} of times corresponding to the same
analogue times are available. These variables have to satisfy
the following conditions.

naz = (1+€) (na1 — Da1), @)
ngz = (1 +¢€) (ng1 — Da1), (®)

The conditions identify € and Ds; as

ngz — N
¢ — B2 A2 1, 9)
np1 — NA1

D, — 1ALNB2 = NA2TBI
21 = .

(10)
N2 — TA2

Thus by estimating two pairs of corresponding times n,; and

ngi, ¢ = 1,2, we can obtain the estimate of ¢ and Do;.

Since precise estimation of these time pairs is difficult and

the estimation necessarily has errors, it is preferable that the

na1,Naz values are small and those of ng;, nge large.

Now we discuss how to identify a sampling mismatch
from a single source activity. We assume that we have two
short intervals when one of the sources is active near the
beginning and one is active of the end of the recording for
each channel, and the estimation is accomplished by analyzing
the time difference to maximize the correlation between the
channels, and estimate the synchronous time pairs included
in the specified intervals, as shown in Fig. 1. However, there
are two issues which mean that the estimation cannot be an
exact one. The first issue is that the correlation gives only
the TDOA of each interval, which affects both the sampling
mismatch and the relative positioning of the microphones and
the source. Thus it is hard to evaluate only the effect of
the sampling mismatch. However, the TDOA caused by the
positioning is constant when the source does not move, and
we ignore its effect. Although the estimation of the sampling
frequency mismatch e is not effected but the recording start
offset Do is given a small error. This error is problematic
when the direction of arrival (DOA) is explicitly used in
array signal processing. However, it is not problematic in our
scenario because the maximum SNR beamformer that we use
in the speech enhancement stage uses only the source activity
information and the DOA information is not required. The
second issue is that the specification of only the intervals is
not sufficient for the specification of the synchronous times
because where exactly in the single source is located in the
roughly specified interval by user’s hands. Hereafter, we call
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Fig. 2. Two pairs of rough cuts.

the roughly specified interval the rough cut. We discuss this
issue and show how to minimize the n; and no estimation
error in the rough cuts in the following.

Suppose we have a pair of rough cuts of the two channels,
and the length of both rough cuts is I. The rough cuts are
denoted by iy,...,%2; + I — 1 for the first channel and iy +
2,...,i2+2+1—1 for the second channel. As shown in Fig.
2, the time difference of the speech activity in the rough cuts
is estimated as

-1
d91 = arg maXle (i1 +Da(ia+1—1).
T 1=0

(1)

By ignoring the TDOA caused by the positions as discussed
above, the following relation can be assumed.

Ny — N1 = 021. (12)

However, the size of nqy — 7; remains unknown, as shown
in Fig. 3 (a). Therefore, as a safe choice of the estimation,
we assume that the speech activity is located in the center in
average as

ny +ng = i1 + iz, (13)
and obtain the estimate as
. 1
ny =1 +I/2+§(521, (14)
1
n2:i2+1/2—§621, (15)

as shown in Fig. 3 (b). Although the error remains in the
estimate, its effect is reduced by making na1 and nas small,
and np; and npo large.

B. Modeling sampling frequency mismatch in short-time
frames

Before we proceed to the STFT analysis, we discuss the
effect of drift in a short-time frame. We show that the sampling
frequency mismatch can be disregarded in a short interval.

The discrete time of the second channel synchronous with
the (ny + m)-th sample of the first channel is given by the
relation in (6) as

P21 (n1 + m;G,Dgl) = (1 + 6) (’I’L1 — D21) + (1 + e)m
= ¢21 (n1;6, D21) + (1 +¢)m, (16)
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Fig. 3. Correlation in rough cuts.

and can be approximated under the condition |me| < 1 as

@21 (n+m;€, Do) = ¢a1 (n; €, Day) +m. (17)

Thus the discrete times n; + m and ny + m of the two
channels near the synchronous pair n; and ns can be regarded
as synchronous.

Therefore, a frame analysis «f (I,n;),l =0,...,L —1 of
the i-th channel of length L (throughout this paper we assume
L is even) centered at n;, given by

where w (1) is an appropriate window function, is almost syn-
chronous between the channels ¢ = 1,2. Since the sampling
frequency mismatch ¢ is generally in the order of 10~° and the
typical frame length for microphone array signal processing
is in the order of 0.1 second, the largest approximation error
|eL| /2 of the time in such a frame analysis is usually in the
order of 1 ps. Since such the worst error appears near the
beginning and the end of the frame, the influence of the errors
is reduced by choosing a typical window function w (1) to
suppress the amplitude near both ends.

(18)

C. Synchronization by frame analysis of non-integer sample
shift

Here we discuss the STFT expression of the approximation
of 28 (I,n2) assuming € and Dy, are given. The STFT analysis
of the i-th channel of the frame centered at the sample n is
given by

Lt 2kl
: = f:l‘ -
XZ (k7n) ;_O: xz (Z,TL) exp ( L ) ’ (19)

where k = —L/2,...,L/2 — 1 is the discrete frequency
index. Note that the transform is calculated by using a fast
Fourier transform in practical processing. According to (6), the
discrete time of the second channel synchronous to the central
time n; of Xq (k,n1) is given by na = @21 (n1;€, Day). In
[6], we approximated the STFT of the second channel centered
at the non-integer time with the following equation.

X (k, g1 (n15€, Day)) =
Xa (k) xp (2 E e D Z ) ) o

L



However, this linear phase compensation assumes that the
size |¢o21 (n1;€, Da1) — nq| of the shift is much smaller than
the frame size L, which cannot be maintained with long
observation. To avoid the error that arises with the mismatch of
the assumption, we apply the frame analysis with the nearest
integer central time, and compensate for the effect of the
rounding by the circular time shift using a linear phase filter.

The integer sample ¢2; (n1;€, Do1) nearest to the desired
central time ¢91 (n1;€, Do) is given by

Bo1 (n1;€, Da1) = arg min |¢o1 (n15€, Dog) —n|.  (21)

nez

Since the central sample $21 (n1;€, Da1) of the short-time
frame 5 (I, ¢21 (n1;€, Da1)) is delayed from the non-integer
time ¢21 (n1;€, Da1) by ¢21 (n1;€, Da1), given by

b1 (n1; €, Day) = do1 (n1;€, Da1) — pa1 (na;€, Day), (22)

we obtain the approximation of synchronization in the STFT
domain by compensating for the delay with the linear phase
filter as

X (k, 21 (n15€, Day)) =

27TJI€€521 (nl; €, D21)
L

X5 (k, @21 (n1;€, Da1)) exp (
(23)

To obtain the STFT analysis for array signal processing, the
central samples nq of the first channel should be defined with a
regular frame shift, and the second channel has to be adjusted.
First, we analyze the first channel as X; (k,n1), n1 = rR,
r=20,1,2,..., where R is the frame shift appropriate for the
signal reconstruction determined by overlap-and-add analysis,
and r is the frame index. Second, we obtain the STFT analysis
of the second channel as X5 (k, 21 (n15€, Da1)) with (23).
This STFT of the second channel corresponds to a frame
analysis with a non-integer frame shift (1 + ¢) R. Note that
synchronized observed signals can be obtained by an inverse
STFT analysis with the frame shift R.

IV. SPEECH ENHANCEMENT OF ASYNCHRONOUS
RECORDING USING MAXIMUM SNR BEAMFORMER

Next, we describe a maximum SNR beamformer for speech
enhancement that employs single source activity. With the
synchronization described in the previous section, it is possible
to control directivity even for asynchronous multichannel
recording. And we are able to achieve optimal speech enhance-
ment that maximizes the SNR. In this section, we adapt the
maximum SNR beamformer using the single source activity
to time corrected signals.

Here, the power ratio A (w) is expressed as

(24)

where, Rt and Ry are the covariance matrices of the activity
of the target signal, which are expressed as

1

Rr(w) = @tGZQTXT(w,t)Xﬁ_«I(w,t). (25)
1

Ri(w) = @tglxl(w,t)xl}l(w,t). (26)

Here, O and O are sets of the time frames of the target
signal interval and the non-target interval, respectively. The
filter w(w) used to maximize the power ratio A(w) is given
as an eigenvector corresponding to the maximum eigenvalue

of the following generalized eigenvalue problem;
w(w)Rr(w) = AMw)w(w)Ri(w). 27

Since the maximum SNR beamformer w(w) has a scaling
ambiguity, we revise the beamformer as:

w(w) = b (w)w (w), (28)

where b (w) is the k-th component of b(w) given by

__ W(WRx(w)
POV OR T @
T
Ry (w) = ;;x(w, £)x(w, t). (30)
Then enhanced signal y(w, t) is obtained as

y(w,t) = w(w)x(w, t). 31)

V. EXPERIMENTS
A. Experimental conditions

We evaluate our proposed speech enhancement strategy for
a distributed microphone array scenario using real portable
recording devices.

The task is to enhance the desired speech in the mixture
consisting of target and interfering speakers’ voices observed
with two stereo recording devices. The voices are played back
from different loudspeakers. Since the objective evaluation of
ad-hoc microphone array recording is not simple, we recorded
the speech in a special manner that we describe later. Since the
effect of the drift in the asynchronous recording is considerable
even if the sampling frequency mismatch is small, we observed
a 30-minite-long signal. By recording the same signals for the
training and the evaluation at both the beginning and the end
of the 30-minute recording, and we were able to evaluate the
following two conditions:

a) Adopt the beamformer at the beginning and apply it to

the speech enhancement at the beginning.

b) Adopt the beamformer at the beginning and apply it to

the speech enhancement at the end.
Needless to say, condition b) is the hardest. We compare the
following three methods.

i) Beamforming two channels of one device. (Fig. 4)

ii) Beamforming signals, where their recording start is

roughly aligned using the recordings of the training
intervals. (Fig. 5)
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Fig. 5. ii) Beamforming the signals with their recording start is roughly aligned
using the recordings of the training intervals.

Ch1 (Stereo)
(reference
signal)
Ch2 (Stereo)
(compen- —l I_l - N\
sated signal)

:I_. Sampling

frequency: f's
1

Sampling
frequency:(1 + ¢€) fs

Fig. 6. iii) Beamforming the signals of the compensated sampling (proposed
method).
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Fig. 7. Recording room.

iii) Beamforming the signals of the compensated sampling
(proposed method). (Fig. 6)

We show the recording room layout in Fig.7. The reverber-
ation time T60 is 800 ms. We played back female and male
speakers’ voices from two loudspeakers, and we regarded the
female boice as the desired speech. The recording devices
we used were SANYO ICR-PS603RM and TASCAM DR-
05. Both of the devices have the nominal sampling frequency
of 16,000 Hz and the quantization resolution of 16 bit. The
lengths of the signals used for training the desired signal and
the interference were 5 ms, and the mixed signal for the eval-
uation was 30 ms. The frame length and the frame shift were
consisted of 16,384 samples and 8,192 samples, respectively.
The evaluation scores were the signal-to-distortion ratio (SDR)
as a quality measure and the signal-to-interference ratio (SIR)
as the interference reduction score.

To obtain an ideally separated signal as the reference for
the objective evaluation, we observed each of the sources
separately with the same layout of the microphones and
the loudspeakers, and we synthesized the observed mixture
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Fig. 8. Recorded signal of each session.
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Fig. 9. Experimental results.

by summing those two observations. However, we have to
consider the different asynchronous conditions of these two
observation sessions; the two asynchronous devices start
recording at different times, and the same difference cannot
be reproduced again. Thus we align the recording start time
of the second observation with that of the first by playing a
chirp signal at the beginning of both sessions. By giving a
shift to the observation of the second session to maximize
the correlation of the two observed chirps, the starts of the
recording of the two sessions are aligned. Note that we assume
that the sampling frequency of a device remains unchanged
throughout the two recording sessions. We show the structure
of the signals played back in each session. (Fig. 8)

B. Discussion

The experimental results are shown in Fig. 9. According to
the proposed estimation, the sampling frequency mismatch is
about 104 ppm.

The graph shows that recording start time offset compen-
sation alone given as the method ii is insufficient for time
synchronization. Thus it can be said that the effect of the
drift is severe enough to degrade the array signal processing
in this situation, and we must compensate for the sampling
frequency mismatch. Needless to say, method i using the
two synchronized channels is not affected by the drift, and it
performs the speech enhancement successfully throughout the



recording. The proposed method given as method iii performs
better than method i. Therefore we can conclude that the
proposed method successfully compensates for the sampling
mismatch and utilizes the asynchronous channels effectively
for speech enhancement.

VI. CONCLUSION

In this paper, we proposed a speech enhancement framework
based on an ad-hoc microphone array using single source
activity. The single source activity is utilized both in the syn-
chronization stage and the subsequent array signal processing
stage. Experimental results showed that the proposed method
effectively uses the asynchronous recording channels with drift
for speech enhancement.
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