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Abstract—Voice morphing is a powerful tool for exploratory
research and various applications. A temporally variable multi-
aspect morphing is extended to enable morphing of arbitrarily
many voices in a single step procedure. The proposed method
is implemented based on interference-free representations of
periodic signals and found to yield highly-naturally sounding
manipulated voices which are useful for investigating human
perception of voice. The formulation of the proposed method
is general enough to be applicable to other representations and
easily modified depending on application needs.

I. INTRODUCTION

Voice morphing [1], [2], [3], [4], [5] is a method to generate
intermediate voices from two exemplar voices1. Voice morph-
ing procedures based on interference-free representations [6],
[7] enabled researchers to generate naturally sounding stimulus
continuum from representative examples of end points in
terms of perceptual or social attributes and yielded many
interesting findings [8], [9], [10], [11], [12], [13]. However, its
formulation based on binary relations between two examples
hindered (or made it very difficult for) applications to general
cases such as morphing arbitrarily many voices. This article
introduces a novel and general formulation of N-way morphing
with descriptions on a Matlab implementation of the algorithm
and numerical examples.

II. BACKGROUND

In this section, former morphing paradigm, temporally vari-
able multi-aspect morphing is briefly reviewed based on its un-
derlying framework TANDEM-STRAIGHT [7]. It is a speech
analysis, modification and resynthesis framework consisting
of interference-free representations of power spectra [14], [7]
and instantaneous frequencies [15], [16], [17], [18] of periodic
signals. The new N-way morphing formulation also uses the
same representations. Let introduce TANDEM-STRAIGHT
and representations first.

This work is partly supported by Grant in Aid for Scientific Research of
JSPS and advanced research project of Wakayama University Japan.

1The term “voice morphing” is used to represent the proposed method and
related methods in this article. This types of methods were called speech
morphing, sound morphing or auditory morphing in literature.

A. Interference-free representations

TANDEM-STRAIGHT provides a foundation of the pro-
posed method since it allows flexible manipulation of speech
parameters without introducing severe degradation of manipu-
lated sounds. The method enables virtually perfect decompo-
sition of speech signals into source related parameters and a
filter related spectral representation, called STRAIGHT spec-
trum. STRAIGHT spectrum does not have any trace of time-
frequency periodic variations caused by periodic excitation
in voiced sounds. In other words, STRAIGHT spectrum is
an “interference-free” representation of power spectrum of
periodic sounds [6], [7].

STRAIGHT spectrum is calculated by a two staged pro-
cedure. In the first stage, temporal variations caused by
periodic excitation in voiced sounds are cancelled out by
averaging a pair of power spectra calculated half pitch period
apart. This temporally stable power spectral representation
is called TANDEM spectrum [14]. In the second stage, F0-
adaptive smoothing on the frequency axis is applied to this
TANDEM spectrum to suppress periodic variations on the
frequency axis. Excessive smoothing caused by applying this
anti-aliasing smoother on the already smoothed spectrum (the
spectral representation of the time window is the smoother)
is compensated based on the consistent sampling theory [19]
and adjusted further to improve perceptual quality [20], [21].

The source related information consists of two components.
The first one is the fundamental frequency (F0). Several
dedicated F0 extractors were developed for older version of
STRAIGHT and TANDEM-STRAIGHT [6], [22], [7], [18],
[23]. The other one is a set of aperiodicity parameters.
Several dedicated representations of aperiodicity were also
developed [24], [25], [26]. In the current implementation, they
consist of parameters to represent the inflection point and the
slope of the sigmoid model, which approximates the spectral
shape of random component of the excitation source [27].

B. Temporally variable multi-aspect morphing

Morphing had been defined as interpolation of parameter
values between two examples that define end points of the



various morphing trajectories. This definition is straightfor-
ward and conceptually simple. However, this simple linear
interpolation implementation of morphing fails when temporal
axis or frequency axis is extrapolated [5].

The failure is caused by the loss of monotonicity from each
example to the morphed time or frequency axis. This loss of
monotonicity is prevented by reformulating morphing using
log-linear model of derivative of mapping. In this new formu-
lation, derivative of mapping is log-linearly morphed, instead
of morphing values directly. Since logarithm of derivative of
identity mapping vanishes, morphed time axis t(m) is reduced
to the following equation [5].

t(m)(t(A)) =
∫ t(A)

0

(
dt(B)(ξ)

dξ

)rAB

dξ, (1)

where t(A) and t(B) represent the time axes of voices A and B
respectively. The exponent rAB represents the morphing rate
from A to B (rAB = 0 yields t(m) = t(A), and rAB = 1
yields t(m) = t(B)). In this formulation, the time axis of B is
a mapping from the time axis of A, t(B)(t(A)). An integration
variable ξ is a point on the time axis of A.

III. GENERALIZED FORMULATION OF MORPHING

Usually voice morphing is defined as interpolation and/or
extrapolation of two exemplar representations [1], [2], [3], [4].
The formulation described in the previous section [5] solved
this problem by re-defining morphing using log-linear mod-
eling of derivatives. However, this formulation made further
extension of morphing difficult especially when morphing of
arbitrary many number of voices is needed.

A. Representation as mapping

The proposed method assumes all representations are not
representing simple values. Instead, it assumes that they are
representing mapping from an abstract parameter space which
is spanned by two coordinates; the abstract time τ and the
abstract frequency ν.

Let Θ(k) represent a set of speech parameters extracted from
an indexed utterance, this time k-th voice, for example by
using STRAIGHT. Elements of the set Θ(k) are fundamental
frequency (F0) f

(k)
0 , aperiodicity parameter a(k) (a vector

consisting of the slope parameter and the inflection frequency
of the sigmoidal model) and STRAIGHT spectrogram P (k). In
addition to these representations, the coordinate system, time
t(k) and frequency f (k), are also the elements of Θ(k). These
elements of the set Θ(k) are mapping (functions) defined on
these abstract coordinates.

Θ(k)(ν, τ) =
{

f
(k)
0

(
t(k)(τ)

)
, a(k)

(
t(k)(τ)

)
,

P (k)
(
f (k)(ν), t(k)(τ)

)
, f (k)(ν), t(k)(τ)

}
. (2)

Figure 1 illustrates this idea using fundamental frequency
(F0) as an example. In usual morphing framework, two voices

Fig. 1. Schematic diagram to illustrate the idea “representation as mapping”
using fundamental frequency (F0) as an example.

are first aligned using the temporal anchors which are repre-
sented by black dots on time1 and time 2 in the figure. Then,
corresponding values on each aligned point are interpolated
(or extrapolated).

In the new formulation, instead of introducing alignment,
anchoring points on each time axis are used to define the
mapping t(k)(τ) (k represents the index of the voice) from
abstract time τ to time t of each voice as shown in the bottom
plots of Fig. 1. Similarly, F0 values of each voice are used to
define the mapping f (k)(t(k)) from each voice’s time t to F0
value f0.

This is a unified framework. Depending on constraints on
mapping, morphing procedures are classified into following
three categories.

1) When no constraint is on f0 value, simple weighted sum
(with the constraint on the sum of weights to be one) is
relevant to define morphing.

2) When the positivity constraint is required on f0 value
(this is the case for F0 and power spectrum values,
for example), log-linear model is relevant to define
morphing.

3) When the monotonicity constraint is required on the
mapping (for example mapping from the abstract time to
time t(τ) and the mapping from the abstract frequency
to frequency f(ν)), log-linear model of the derivative of
the mapping is relevant to define morphing.



Failure for fulfilling these constraints yields abnormal mor-
phed sounds or crush of the morphing process, in other words,
breakdown. Following sections substantiate algorithms free
from these kinds of breakdown.

B. N-way morphing without breakdown

N-way morphing is a procedure to calculate an representa-
tion Θ(m)(ν, τ) from a set of representations of voice examples
Θ(1)(ν, τ), Θ(2)(ν, τ), . . . , Θ(K)(ν, τ), where K represents the
number of voices. A set of weights W defines contribution of
each voice and attribute at each abstract time τ .

W ={wF0(τ),wA(τ),wP (τ), wFx(τ), wTx(τ)}, (3)

where an element wX(τ) = [w(1)
X (τ), w(2)

X (τ), . . . , w(K)
X (τ)]T

represents a time varying weight vector of a specific attribute
X ∈ {F0, A, P, Fx, Tx}. (Suffixes F0, A, P, Fx and Tx repre-
sent F0, aperiodicity parameters, power spectrum (STRAIGHT
spectrogram), frequency axis and time axis). To make this
definition compatible to conventional morphing, the following
normalization constraint has to be satisfied2.

K∑
k=1

w
(k)
X (τ) = 1. (4)

Based on these definitions of symbols, N-way morph-
ing is defined as a transformation T from a set of ex-
emplar voices which are represented as sets of mappings,
Θ(1)(ν, τ), Θ(2)(ν, τ), . . . , Θ(K)(ν, τ), to a specific set of
mappings Θ(m)(ν, τ) using a contribution weight W .

Θ(m)(ν, τ) = T
(
Θ(1)(ν, τ), Θ(2)(ν, τ), . . . , Θ(K)(ν, τ); W

)
. (5)

Time and frequency mapping yielded by morphing always
have to be monotonic increasing functions. This condition is
fulfilled by defining morphing based on the sum of logarithmic
conversion of the derivative of mappings [5].

C. Time and frequency morphing

Since the STRAIGHT parameters are a function of time and
frequency, the temporally variable N-way morphing formula-
tions of time and frequency have to be introduced first.

1) Time axis morphing: Let t(m)(τ ; wTx(τ)) represent the
morphed time axis with the abstract time τ and wTx(τ) ={

w
(k)
Tx

(τ)
}K

k=1
represents the set of (temporally variable)

contribution weights on the time axis. The following definition
of N-way morphing assures monotonicity of the morphed time
t(m)(τ ; wTx(τ)).

t(m)(τ ; wTx(τ)) =
∫ τ

0

exp

(
K∑

k=1

w
(k)
Tx

(ξ) log
(

dt(k)(ξ)
dξ

))
dξ, (6)

2This constraint is not necessary for the proposed procedure to function
properly. When

∑K

k=1
w

(k)
X (τ) > 1, the dynamic range of morphed param-

eters is expanded. In the opposite case, the dynamic range is compressed.

where t(k)(τ) represents the time axis of k-th speaker (more
precisely, k-th voice) and K represents the number of voices.
This equation is reduced to the following form.

t(m)(τ ; wTx(τ)) =
∫ τ

0

K∏
k=1

(
dt(k)(ξ)

dξ

)w
(k)
Tx

(ξ)

dξ. (7)

Please note that this formulation is the direct extension
of (1) to arbitrary many voices. Substituting K = 2, t(1) =
t(A) = ξ, t(2) = t(B), and rAB = w

(2)
Tx

to (7) yields (1).
In other words, the previous formulation [5] is a special case
(K = 2) of this new formulation.

It is not necessary but convenient to make the morphed
time axis to have the length of the weighted arithmetic mean
of the constituent time axes. Let t

(m)
n (τ ;wTx(τ)) represent the

standardized morphed time axis.

t(m)
n (τ ; wTx(τ)) =

K∑
k=1

(∫ τM

0

w
(k)
Tx

(ξ)t(k)(ξ)dξ

)
t(m)(τM ; wTx(τM ))

t(m)(τ ; wTx(τ)),

(8)
where τM represents the larger end of the closed region [0, τM ]
in the abstract time domain where the voices span.

In real-time applications, this standardization is not nec-
essary. It is because the morphed time axis t(m)(τ ; wTx(τ))
itself serves as the real time axis.

2) Frequency axis morphing: Frequency axis morphing
does not consist of time explicitly. In this section, time variable
and time-related indices are not explicitly written whenever
possible to make formulation simple and easy to read.

Let f (m)(ν; wFx) represent the morphed frequency axis and

wFx =
{

w
(k)
Fx

}K

k=1
represents contribution weight of voices

for the frequency axis morphing. Each weight w
(k)
Fx

represents
the contribution of the k-th voice3.

f (m)(ν; wFx) =
∫ ν

0

K∏
k=1

(
df (k)(ξ)

dξ

)w
(k)
Fx

dξ. (9)

For frequency axis morphing, it is necessary to normalize
when applying to STRAIGHT based morphing since it is based
on DFT and the highest frequency is set to fs/2 where fs

represents the sampling frequency. The normalized morphed
frequency f

(m)
n (ν; wFx) is represented as follows.

f (m)
n (ν; wFx) =

fs

2f (m)(νM ; wFx)
f (m)(ν; wFx), (10)

where νM represents the larger end of the region4.
It may be more relevant to formulate the frequency axis

morphing on the logarithmic frequency. Let f
(m)
N (ν; wFx)

3Note that the weights are constant on the frequency axis. It is possible to
generalize for enabling frequency dependent weights. However, it will be too
complex to manipulate. Are there any needs?

4In usual cases, this corresponds to the Nyquist frequency (fs/2). In our
implementation, this anchor is added as a default anchor even when no
frequency anchor is assigned.



represent the logarithmic morphing of the frequency axis.5

f
(m)
N (ν; wFx)=exp

∫ ν

0

K∏
k=1

(
d log

(
f (k)(ξ)

)
dξ

)w
(k)
Fx

dξ

 , (11)

where f (k)(0) should be positive and f (k)(ν) should be
monotonic increasing function.

The normalized version of the logarithmic morphing
f

(m)
Nn (ξ; wFx) is given below.

f
(m)
Nn (ν;wFx) =

fs

2f
(m)
N (νM ;wFx)

f
(m)
N (ν; wFx), (12)

where νM represents the larger end of the region.
3) Inverse functions: Morphed time axis and each voice’s

time axis are represented as functions of the abstract time τ .
Similarly, morphed frequency axis and each voice’s frequency
axis at a certain temporal location are represented as functions
of the abstract frequency ν. They are forward functions. When
synthesizing morphed voice, it is necessary to calculate param-
eter values on the morphed time and frequency axes. They
are calculated firstly mapping coordinates on the morphed
time and frequency axes to coordinates on the abstract time
and frequency axes using inverse functions of the pre-defined
forward functions. Then, mapping the abstract coordinates to
the coordinates on each voice’s time and frequency axes and
calculate (by interpolation, usually) desired parameter values.
Let substantiate this idea.

Let ϕ
(k)
Tx

(t(m)) represent the inverse function from the time
on the morphed time axis to the time axis of the k-th voice. It
is calculated as a composite function of the inverse function
of mapping from abstract time τ to morphed time axis t(m)

defined in (6) and the forward function from the abstract time
τ to the k-th time axis t(k).

ϕ
(k)
Tx

(t(m)) = t(k)(ϕτ (t(m))), (13)

where ϕτ (t(m)) represents the the inverse function mentioned
above. Note that the equation defined by (6) is incrementally
calculated. This implies that the inverse function ϕ

(k)
Tx

(t(m))
can be calculated also incrementally. This is an important
attribute for interactive realtime applications.

Let ϕ
(k)
Fx

(f (m), t(m)) represent the inverse function from the
frequency on the morphed frequency axis to the frequency
axis of the k-th voice at time t(m) on the morphed time axis.
Similar to the time axis, it is calculated as a composite function
of the inverse function of mapping from abstract frequency ν
to morphed frequency axis f (m) defined in (9) and the forward
function from the abstract time ν to the k-th time axis f (k).

ϕ
(k)
Fx

(t(m)) = f (k)(ϕν(f(m))), (14)

where ϕν(f(m)) represents the inverse function of the forward
function f(m)(ν).

Temporally variable multi-aspect N-way morphing of other
parameters, such as 1) fundamental frequency 2) aperiodicity

5The suffix “N” represents John “N”apier, who invented logarithm.

parameters, 3) STRAIGHT spectrogram, are defined using
these inverse functions. They are explicitly defined in the
following sections.

D. Fundamental frequency (F0) morphing

Let f
(m)
0 (t(m); wF0(t

(m))) represent the morphed funda-
mental frequency. The following equation yields the morphed
fundamental frequency.

f
(m)
0 (t(m);wF0(t

(m)))=
K∏

k=1

(
f

(k)
0 (ϕ(k)

Tx
(t(m)))

)w
(k)
F0

(t(m))

, (15)

where wF0(t
(m))) =

{
w

(k)
F0

(t(m))
}K

k=1
represents the set of

contribution weights for fundamental frequency. Note that
the fundamental frequencies are morphed in terms of the
logarithmic frequency.

E. Aperiodicity parameter morphing

Let a(m)(t(m);wA(t(m))) represent the morphed aperiod-
icity parameter. The following equation yields the morphed
aperiodicity parameter.

a(m)(t(m); wA(t(m))) =
K∑

k=1

w
(k)
A (t(m))a(k)(ϕ(k)

Tx
(t(m))),

(16)

where wA(t(m))) =
{

w
(k)
A (t(m))

}K

k=1
represents the set of

contribution weights for the aperiodicity parameter.
In addition to this parameter, current aperiodicity represen-

tation has additional parameter called “target F0” for designing
the sigmoidal shape. It should be morphed logarithmically
using the contribution weight wA(t(m))).

F. STRAIGHT spectrogram morphing

Let P
(m)
ST (f (m), t(m)) represent the generic form of mor-

phed STRAIGHT spectrogram. The inverse function of the
frequency mapping ϕ

(k)
Fx

(f (m)) represents the inverse function
of either the linear frequency morphing f

(m)
n (ν; wFx) or the

logarithmic frequency morphing f
(m)
Nn (ν; wFx).

P
(m)
ST (f (m), t(m); w

(m)
P (t(m))) =

K∏
k=1

(
P

(k)
ST

(
ϕ

(k)
Fx

(f (m), t(m)), ϕ
(k)
Tx

(t(m))
))w

(k)
P

(t(m))

, (17)

where wP (t(m))) =
{

w
(k)
P (t(m))

}K

k=1
represents the set of

contribution weights for the intensity of STRAIGHT spectro-
gram.

When the STRAIGHT spectrum is represented in terms
of dB (PSTdB = 10 log10 PST ) spectrum morphing looks
simpler.

P
(m)
STdB(f (m), t(m); w(m)

P (t(m))) =
K∑

k=1

w
(k)
P (t(m))P (k)

STdB

(
ϕ

(k)
Fx

(f (m), t(m)), ϕ(k)
T (t(m))

)
. (18)



G. Implementation of mapping

The simplest way of defining mapping from the abstract
time or frequency to each representation (including axis) is to
allocate landmarks on the representation. In this section, an
example implementation of the mapping using a piece-wise
linear function is presented. The following section introduces
an example of time axis mapping.

1) Morphing of the time axis: Let p(k)(τn) represent the
temporal location of the n-th anchor point of the k-th speaker.
Note that (for making it simple) τn is an integer. It is conve-
nient to define τ1 = 0 and τn+1 = τn + 1, and p(k)(τ1) = 0
without loosing generality. Then the mapping from the index
τ to time t is represented by the following piece-wise linear
function t(k)(τ).

t(k)(τ) =(p(k)(τn+1)−p(k)(τn))(τ−τn) + p(k)(τn). (19)
for (τn+1 > τ ≥ τn)

Then, its derivative yields as follows.

dt(k)(τ)
dτ

=(p(k)(τn+1) − p(k)(τn)), (20)

for (τn+1 > τ ≥ τn) .

Logarithmic conversion of it is what needed to be used in
this extended morphing.

log
(

dt(k)(τ)
dτ

)
= log

(
p(k)(τn+1) − p(k)(τn)

)
, (21)

for (τn+1 > τ ≥ τn) .

Then, using the last equation, it is possible to explicitly
represent the morphed time axis t(m)(τ) as follows.

t(m)(τ) =(p(m)(τn+1)−p(m)(τn))(τ−τn)+p(m)(τn),

for (τn+1 > τ ≥ τn) , (22)

where the coefficient p(m)(τn) is defined by the following.

p(m)(τn) =
K∏

k=1

(
p(k)(τn) − p(k)(τn−1)

)w̄
(k)
Tx

(τn)

+ p(m)(τn−1) , for (n > 1) , (23)
where

w̄
(k)
Tx

(τn) =
w

(k)
Tx

(τn) − w
(k)
Tx

(τn−1)
2

, p(m)(τ1) = 0

Please note that this is only a feasible example of many
possible mappings which are usable in the new formulation.

IV. IMPLEMENTATION USING MATLAB

The new morphing procedures are implemented using Mat-
lab. The inverse functions are implemented using the function
interp1(x,y,xi) for a one dimensional linear interpo-
lation, where x and y are coordinate and value for defining
the function and xi is the location vector to read out the
interpolated value.

Figure 2 shows an example implementation of N-way time
axis morphing. In this implementation, the function diff(f)
calculates numerical differentiation of f and the function

diffTxList = diff(timeAnchorList);
logDiffTxList = log(diffTxList);
targetLength = timeAnchorList(end,:)*wn;
morphedLogDiffTxList = logDiffTxList*wn;
morphedDiffTxList = exp(morphedLogDiffTxList);
morphedTxList = cumsum([0;morphedDiffTxList]);
morphedTxList = ...

morphedTxList*targetLength/morphedTxList(end);
. . . . . .

timeMorphedFrame = ...
interp1(morphedTxList,timeAnchorList(:,ii), ...
frameOnMorphing);

Fig. 2. Example implementation of the time axis morphing. In this case, the
contribution weight is temporally constant.

cumsum(f) calculates numerical integration of f. The first
six lines implement (6) directly. In this case, for the sake of
simplicity, the contribution weight is constant and normalized.

The rest of the lines calculate the inverse function
ϕ(k)(t(m)). Exchanging a variable timeAnchorList rep-
resenting t(k)(τ) with a variable morphedTxList rep-
resenting t(m)(τ) in the argument of interp1() and
calculating values on the morphed time axis (variable
frameOnMorphing) yields the desired answer. Elapsed time
of a preliminary Matlab implementation of the proposed algo-
rithm is about 0.3 s for three (approximately) 1 s utterances
sampled at 44.1 kHz. Elapsed time of the following synthesis
stage using morphed parameters was 0.22 s using Matlab
(R2012b) on a MacBookPro (2.6 GHz Intel Core i7, 16 GB
memory).

V. NUMERICAL DEMONSTRATIONS

An example plots are calculated using a Japanese vowel
sequence /aiueo/ spoken by a male speaker in three differ-
ent expressions (happy, sad and inquiry). Figure 3 shows
STRAIGHT spectra of these three expressions. The vertical
lines in the plots indicate temporal anchor locations and
yellow marks represent frequency anchors. These anchors were
manually assigned to align perceptually important spectral
landmarks.

In the following sections, demonstration starts from the
simplest case, temporally invariant scalar N-way morphing,
followed by temporally variable tied-aspect N-way morphing.
Then, the proposed full version, temporally variable multi-
aspect N-way morphing is demonstrated.

A. Temporally invariant scalar N-way morphing

In this section, N-way morphing examples are demonstrated
with a scalar contributing weight for each attribute and voice.
In this case, weights for all voices are represented by a
contribution weight vector w = [w(1), w(2), . . . , w(K)]T .

Figure 4 shows the relation between the abstract time τ
and each voice t(k)(τ) using colored lines. It also shows the
morphed time axis t(m)(τ) using a thick black line with a
contribution weight vector [1, 1, 1]T (the normalized version,
the variable wn in the example list, is [1/3, 1/3, 1/3]T ). Please
note that the morphed trajectory does not trace averaged value
at each abstract time because averaging is on logarithmic
converted version of derivative in terms of the abstract time.



Fig. 3. STRAIGHT spectra of three expressions. From left to right: “Happy,” “Sad,” and “Inquiry.” The vertical lines in the plots indicate temporal anchor
locations and yellow marks represent frequency anchors. The spectra shows from 0 Hz to 5 kHz.

Fig. 4. Mapping from the abstract time τn to a speaker’s time axes tk(τ). The
samples are a Japanese vowel sequence /aiueo/ spoken in different expressions
(blue: happy, green: sad, red: inquiry). The averaged time axis t(m)(τ) is also
shown in the same plot with a thick black line. The anchor ID= 0 corresponds
the beginning of the voice samples and ID= 15 corresponds to the end points.

Figure 5 shows the original F0 trajectories and the morphed
F0 trajectories. The original F0 trajectories are represented
using colored lines. The morphed F0 trajectory in each plot
is represented by a thick black line. The contribution weight
vectors (before normalization) are [1, 1, 1]T and [8, 1, 1]T ,
from top to bottom. The top plot mixes all expressions equally
and keeps the sum of contribution to be unity. This yields
average voice [11]. The next one is a slightly neutralized
version of “happy” expression. Non-unity sum of contribution
weights can be used to enhance or suppress weighted values.

B. Temporally variable tied-aspect N-way morphing

The contribution weights for temporally variable multi-
aspect N-way morphing is represented as a set of time varying
weight vectors for each attribute and defined by (3). Each
vector element of an attribute is indexed by the voice index.

Figure 6 shows an example of temporally variable tied-
aspect N-way morphing, where all attributes have the same
time varying contribution weight vector. The contribution

Fig. 5. N-way morphing results of F0 trajectories. Voiced parts are represented
using solid lines. The contribution weight vectors are [1, 1, 1]T (upper plot)
and [8, 1, 1]T (lower plot).

weights for each expression is shown as a time series plot in
top three plots. F0 trajectory of each expression is represented
as a color line in the bottom plot. The morphed F0 trajectory
is also shown in the same plot as a thick black line. Four
weighting patterns are used. They are “happy-only”, “sad-
only”, “inquiry-only” and “averaged” patterns from left to



Fig. 6. Temporally variable tied-aspect N-way morphing. Upper plot shoes
Time series of contribution weights for ’happy’, ’sad’ and ’inquiry’ expres-
sions used in this example. The lower plot shows F0 trajectories for ’happy’,
’sad’ and ’inquiry’ expressions (colored lines) and morphed F0 trajectory
(thick black line).

right in the upper plot.

C. Temporally variable multi-aspect N-way morphing

Figure 7 shows examples of temporally variable multi-
aspect N-way morphing. In this example, the contribution
weight for fundamental frequency is the same to the one used
in Fig. 6 . The contribution weight for the time axis has non-
zero component for only one expression each. They are, from
top to bottom, “happy,” “sad” and “inquiry” expressions. Note
that the morphed trajectory matches the original F0 trajectory
where the contribution weight of the expression dominates.

Figure 8 shows the morphed STRAIGHT spectrogram with
time and frequency anchor information overlaid. The spectro-
gram is calculated using the same contribution weights shown
in Fig. 6. The spectrogram varies from “Happy,” “Sad,” “In-
quiry” and “Averaged” expressions from left to right. Figure 9
shows the morphed spectrogram with modified contribution
weights (from the beginning to the end, “Averaged,” “happy,”
“sad,” “inquiry” and “Averaged” expressions).

The sound examples including additional materials are
linked to our demonstration web page [28].

Fig. 7. Temporally variable multi-aspect N-way morphing. The contribution
weight for fundamental frequency trajectories is the same to Fig. 6. The
contributing weight for the time axis of each plot has non-zero values only
for ’happy’, ’sad’ and ’inquiry’ time axes respectively.

1) Application and future directions of this flexible frame-
work: This single shot procedure of N-way morphing mini-
mizes possible quality degradation of morphed speech. This
is desirable for making averaged voices [11] and/or caricature
voices.

In addition to this basic form of application, an extension
for making this procedure more flexible is introduced. The



Fig. 8. Morphed STRAIGHT spectrogram with morphed anchors. The con-
tribution weights are the same to Fig. 6. (From the beginning to the end,
“happy,” “sad,” “inquiry” and “Averaged” expressions.)

Fig. 9. Morphed STRAIGHT spectrogram with morphed anchors. The con-
tribution weights are designed to yield, from the beginning to the end,
“Averaged,” “happy,” “sad,” “inquiry” and “Averaged” expressions.

output of the morphing procedure was formatted to have the
compatible structure with STRAIGHT objects. It means that
the morphed result can be re-used as one of inputs to the
morphing procedure. In general use, this cascading use of
morphing procedure is not very practical in terms of sound
quality, since morphing procedure inevitably introduce slight
degradation and cascading use accumulates degradation in
each stage. However, this unified representation makes manip-
ulation of speech parameters flexible. By introducing dummy
STRAIGHT objects, and removing constraint on the sum of
contribution weight, this temporally variable multi-aspect N-
way morphing procedure provides a unified means to manip-
ulate STRAIGHT parameters. For example, modification of
each formant frequency and/or bandwidth independently [29]

Fig. 10. Snapshot of one of demonstration movies. The animation movies are
linked to the demonstration web page [28].

can be implemented very easily.
In this implementation, mapping from abstract time and

frequency (index) space to the each voice’s time and frequency
coordinates is defined by manually assigning anchoring points
on each STRAIGHT spectrogram. This procedure is very time
consuming and requires fundament understanding of speech
production mechanism, speech perception, acoustic phonetics
and digital signal processing. This demanding procedure was
intentionally introduced [3] because using this tool for ex-
ploratory research, researchers have to have full control of all
contributing parameters and awareness of possible artifacts.

However, for wider applications such as post processing
of audio part of multi-media contents, this heavy reliance
on manual procedure is prohibiting. Forced alignment of
temporal anchors using speech recognition engines [30], [31]
is a promising approach. Frequency axis normalization based
on interference-free power spectral representation [32] is also
effective to reduce assignment cost. In addition to these semi-
automatic procedures, fully automatic morphing procedure is
a valuable and important goal for further research.

Another important topic is manipulator design. Figure 11
shows a prototype GUI for temporally static tied aspect three-
way morphing. A slightly transparent gray sphere is used as
the manipulation knob to control a set of three dimensional
morphing rates. Area of triangles formed by the knob location
and three vertices are used as the morphing ratios. By using a
three dimensional pointing device, up to four-way morphing,
unique mapping from physical coordinate of one knob to
morphing rates is possible. But for N > 4 voices morphing,
it is impossible to design an isomorphic continuous mapping
scheme in a three dimensional physical space. In such many
voice cases, dedicated design for each specific application
has to be introduced. These are interesting topic for further
research.



Fig. 11. Morphing rate manipulation GUI for three-way temporally static tied-
aspect morphing.

VI. CONCLUSIONS

A simple and flexible framework for enabling morphing
arbitrarily many voices is proposed. It allows to assign time
varying contribution weights to all voices and all attributes
independently. This formulation is applicable to realtime han-
dling of contribution weights as well as interactive-offline
handling such as post production process of multi-media. In
spite of conceptual simplicity of the proposed method, it is a
time consuming, hard and prone-to-error task for allocating
anchoring points for each analysis results. Semi-automatic
interactive GUI is crucially important for making the proposed
method accessible.
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[22] H. Kawahara, A. de Cheveigné, H. Banno, T. Takahashi, and T. Irino,
“Nearly defect-free f0 trajectory extraction for expressive speech mod-
ifications based on STRAIGHT,” in Interspeech’05, Lisboa, 2005, pp.
537–540.

[23] H. Kawahara, M. Morise, R. Nisimura, and T. Irino, “Deviation
measure of waveform symmetry and its application to high-speed and
temporally-fine F0 extraction for vocal sound texture manipulatio,” in
Interspeech2012, 2012, Session: O2d.05.

[24] Hideki Kawahara, “Exemplar-based voice quality analysis and control
using a high quality auditory morphing procedure based on straight,”
in ISCA Tutorial and Research Workshop on Voice Quality: Functions,
Analysis and Synthesis, 2003.

[25] O. Fujimura, K. Honda, H. Kawahara, Y. Konparu, J. C. Williams, and
M. Morise, “Noh voice quality,” J. Logopedics Phoniatrics Vocology,
vol. 34, no. 4, pp. 157–170, 2009.

[26] Hideki Kawahara, Masanori Morise, Toru Takahashi, Hideki Banno,
Ryuichi Nisimura, and Toshio Irino, “Simplification and extension of
non-periodic excitation source representations for high-quality speech
manipulation systems,” in Proc. Interspeech2010. ISCA, 2010, (in print).

[27] H. Kawahara and M. Morise, “Simplified aperiodicity representation



for high-quality speech manipulation systems,” Proc. ICSP 2012, vol.
1, pp. 579–584, 2012.

[28] “http://www.sys.wakayama-u.ac.jp/%7ekawahara/APSIPA2013/,”
2013.

[29] Chang Liu and Diane Kewley-Port, “Vowel formant discrimination for
high-fidelity speech,” The Journal of the Acoustical Society of America,
vol. 116, no. 2, pp. 1224–1233, 2004.

[30] “The Hidden Markov Model Toolkit (HTK) ,”

http://htk.eng.cam.ac.uk.
[31] “Open-source large vocabulary CSR engine Julius,”

http://julius.sourceforge.jp/en_index.php?q=index-en.html.
[32] M. Kobayashi, R. Nisimura, T. Irino, and H. Kawahara, “Estimated

relative vocal tract lengths from vowel spectra based on fundamental
frequency adaptive analyses and their relations to relevant physical data
of speakers,” in Proc. ICA 2013, Montreal, 2013, p. 5aSCb44.


