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Abstract—We propose a robust speech recognition method
under noisy environments using multiple microphones based
on asynchronous and intermittent observation. In asynchronous
and intermittent observation, the noise spectrum is estimated by
the environmental noise observed in fragments from multiple
microphones, and spectral subtraction is performed by this
estimated noise spectrum. In this paper, we consider the case
of estimating the noise spectrum from the noise observed by
another microphone just before speech input. However, the noise
spectrum needs to be compensated because of the difference in
the location of the microphone in this case. Then, we examined
compensating the noise spectrum by using the estimated LSFL
on the log spectrum. By compensating the noise spectrum,
the recognition rate improved compared with the case without
compensation.

I. INTRODUCTION

Speech recognition is expected to become more and more
popular because of its easiness to use. However, we have
to deal with the problem of the environmental noise in
order to use speech recognition in a real environment [1].
Without a proper noise-robust speech recognition algorithm,
speech recognition performance degrades remarkably even
when speech recognition is used indoor because of indoor
noise, such as the sound of an air conditioner or a television.

Methods for noise robustness that use multiple microphones
such as microphone array have been proposed so far, and
have shown high efficiency [2]. The microphone array can use
spatial information such as the phase difference to estimate the
direction of the sound source and to emphasize sound from
a particular direction. However, the methods using multiple
microphones to date, including the microphone array, assume
synchronous and continuous observation of the signal.

Synchronous observation assumes that sampling of all
microphones are performed synchronously. To realize the
synchronous observation of many microphones, we need an
expensive A/D converter. Continuous observation assumes
that all microphones always continue observing sounds. Con-
sidering the speech recognition using embedded device, the
consumption of energy will be a problem when the continuous
observation is assumed. To save the energy consumption, a
voice-operated switch (VOX) is commonly used. When no
speech is observed, the VOX turns off the speech recognition
logic and the recognizer becomes in a sleeping state. The prob-
lem of using VOX is that it is impossible to observe the non-

speech signal just before the speech signal, which is needed for
noise-reduction method as a sample of environmental noise.

Therefore, in this paper, we propose a speech recognition
method under noisy environments using multiple microphones
based on asynchronous and intermittent observation, which do
not require synchronous and continuous observation.

II. ASYNCHRONOUS AND INTERMITTENT
MEASUREMENTS

Generally, by estimating the environmental noise superim-
posed on the speech, speech recognition accuracy under noisy
environments can be improved using techniques such as the
spectral subtraction [3] or HMM composition [4], [5].

In our study, energy consumption and cost of equipment
in the conventional synchronous and continuous observation
are problems. Therefore, method of performing recognition by
observing the noise and sound in the environment with less
energy by using an inexpensive equipment is asynchronous
and intermittent observation. We assume that microphones
are arranged in multiple places in the room and observe the
environmental noise independently and intermittently. And
then, the environmental noise is estimated using the signals
observed those microphones.

We assume the following assumptions for asynchronous and
intermittent observation.

• Two or more microphones are used for observation, all
of which are distributed in the room.

• On each microphone, the sound is sampled independently
(asynchronous observation). We also assume that the
rough sampling time of the signal observed in each
microphone can be known.

• Each microphone observes the environmental noise in-
termittently (intermittent observation), for example one
second in every ten seconds. The microphone that is not
observing the sound is in the power-saving state.

• The positions of all microphones and sources of the
noises are almost fixed.

• The voice-operated switch is used to record speech, which
means that only the speech part (without preceding and
following silence parts) is extracted and recognized.

Since each microphone is asynchronous, we cannot cal-
culate the phase difference of the observed signal and thus
methods for microphone array cannot be used. In recent years,



there have been a couple of researches of microphone array
using asynchronous multiple microphones [6], [7]. By esti-
mating and correcting the difference in sampling time between
microphones, the estimation of microphone position and sound
source position can be achieved. Thus, the same processing as
the microphone array is possible in asynchronous. However,
it is still difficult to synchronize the signals observed by such
microphones in real-time. Furthermore, because continuous
observation of each microphone is required in these asyn-
chronous microphone array systems, these systems are not
suitable for intermittent observation. Therefore, we do not
consider the synchronization of the microphones in our study.

The intermittent observation assumes that each microphone
observes the environmental noise at times. Fig. 1 shows the
concept of the intermittent observation. A noise spectrum is
calculated from the noise signal observed in fragments with
multiple microphones (the red portion of Fig. 1).

In addition, the position of each microphone and noise
source are assumed to be fixed, which enables to estimate
the relationship between the signals observed by different
microphones.
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Fig. 1. Concept of asynchronous and intermittent observation

In our study, it is supposed to perform noise-robust speech
recognition according to the following procedure. Firstly,
the environmental noise observed intermittently by multiple
microphones in the room are collected to the server. Secondly,
noise in that environment is sequentially estimated by noise
collected in the server. Finally, when recognizing the speech,
noise reduction by spectral subtraction is performed by esti-
mated noise spectrum.

A. Spectral Subtraction
Spectral subtraction (SS) is a method of noise reduction

by subtracting the spectrum of noise from the spectrum of
speech with noise in a power spectrum domain. It is a simple
algorithm, which is widely used because of its high noise
reduction effect. Many improved algorithms of SS have also
been proposed [8].

Since the speech and noise are observed together, it is
impossible to calculate the true spectrum of the noise super-
imposed on the speech. Thus, generally under the assumption

that the noise is stationary within a short time, the noise
spectrum is calculated from the section just before the speech,
which contains only the noise signal. Then the observed
noise spectrum is subtracted from the observed spectrum for
estimating the spectrum of the clean speech.

Let the spectrum of the observed signal at i-th frame be
|Xi(ω)|2 and the estimated noise spectrum be |N̂i(ω)|2. Then
the power spectrum of the estimated speech signal is calculated
as (1).

|Ŝi(ω)|2 =


|Xi(ω)|2 − α|N̂(ω)|2
(if |Xi(ω)|2 > α|N̂(ω)|2)

β|Xi(ω)|
(otherwise)

(1)

Here, the coefficient α is the subtraction coefficient. It
is known that the noise reduction performance increases by
overestimating the noise spectrum Moreover, the coefficient
β ≪ 1 is the flooring coefficient. When the value has become
negative after subtracting the noise spectrum, β is multiplied
by the original spectrum.

III. COMPENSATION OF SPECTRUM

If the noise is observed just before the speech inputs, it
is desirable to estimate the noise spectrum from that noise.
However, for we assume voice-operated switch, we cannot
observe the noise signal just before the speech. Therefore, we
consider a method of estimating the noise spectrum from the
noise captured by other microphone and temporally near to
the speech. Fig. 2 shows the assumed situation. In this figure,
we observe speech using one microphone and the noise is
estimated from the signal of the other microphone.
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Fig. 2. Situation of estimation by another microphone

When estimating the noise spectrum from the noise ob-
served by another microphone, it is not possible to calculate
the noise spectrum as it is. Because characteristics of the
observed noise are changed by the difference in the loca-
tion of the microphone. Therefore, the noise spectrum needs
to be compensated. If observations at all the microphones
were synchronized, it would be able to calculate the transfer
function between two microphones and the spectrum could
be compensated exactly. In this study, however, it is not
possible to calculate the exact transfer function because of
the assumption of asynchrony. Thus, we approximated the
log spectrum of the noise using the least squares fitting line
(LSFL), and used the estimated LSFL for compensating the
noise spectrum. Here, we assume that we can obtain power



spectra of the noise signal observed by multiple microphones
at the almost same time beforehand (it is not necessarily just
before the speech input).

As shown in Fig. 3, we calculate the linear regression line
by the least squares method on the log power spectra of the
noise signals observed by all microphones.
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Fig. 3. Compensation by LSFL

Let the noise spectrum observed by microphone j be
|Ni(ω|j)|2, and the linear regression line calculated from the
log power spectrum of noise observed by microphone k be
akω+ bk. Then the estimated power spectrum of microphone
k estimated from microphone j is calculated as (2).

log |Ni(ω|j→k)|2 =
ak
aj

(log |Ni(ω|j)|2 − bj) + bk (2)

This is equivalent to transforming the noise spectrum calcu-
lated by microphone j onto the regression line of microphone
k. This processing is performed frame by frame.

IV. EXPERIMENT

We investigated whether the proposed compensation method
of the spectrum was effective. In the experiment, we performed
isolated word recognition using the speech recognition engine
Julius [9], and calculated the recognition rate.

A. Experimental Paradigm

The vocabulary of the isolated word recognition was the
30 words of names of electronic appliances. We prepared 20
sets of this 30 words (thus 600 words in total), spoken by one
male. The speech was recorded in a soundproof chamber.

We also prepared three kinds of environmental noises: the
air conditioner, the microwave oven, and the faucet. Those
noises were recorded individually in the experiment. The
arrangement of the microphones and the source of noise is
shown in Fig. 4. The distance between Mic1 and the source
of the noise was about 1.5 m, and the distance between two
microphones is 5.0 m. In this experiment, the noise added to

the isolated word is recorded with Mic1 of Fig. 4. It is assumed
that the target speech is inputted into Mic1. The waveform of
each noise are shown in Fig. 5. The noise of microwave oven
is not stable as Fig. 5. When each noise was added, SNR was
-6.4dB, -10.5dB and -2.8dB, respectively.

Source of noise

Mic1 Mic2

1.5m

5.0m

Fig. 4. Recording condition

(a) Air Conditioner (b) Microwave oven

(c) Faucet

Fig. 5. Waveform of each noise

The section used for estimation of noise spectrum was
0.3 seconds just before the isolated word speech. In this
experiment, we compared the following three conditions for
noise estimation.

• Estimate the noise spectrum from own microphone Mic1.
(Condition 1)

• Estimate the noise spectrum from another microphone
Mic2 without compensating the spectrum. (Condition 2)

• Estimate the noise spectrum from another microphone
Mic2 with compensating the spectrum. (Condition 3)

Using the noise spectrum estimated under these conditions,
we performed spectral subtraction to each isolated word and
calculated the recognition rate. If the noise is stationary,
the noise spectrum estimated by Condition 1 is considered
to be the best. In this experiment, we confirm whether the
recognition rate improves from Condition 2 to Condition 3 by



TABLE II
EXPERIMENTAL RESULT

After SS (%)
Added noise Before SS (%) Condition 1 Condition 2 Condition 3

Air Conditioner 75.00 93.17 91.17 92.67
Microwave oven 28.17 42.96 44.83 43.17

Faucet 96.50 99.17 98.33 99.17

compensating a spectrum and how close the recognition rate
of Condition 3 is to the recognition rate of Condition 1.

The other experimental conditions are shown in TABLE I.
The subtraction coefficient alpha and the flooring coefficient
beta were fixed to the value which had showed the highest per-
formance by the preliminary experiment. The acoustic model
is gender independent PTM(Phonetic Tied-Mixture model)
trained from the ASJ-JNAS database [10].

TABLE I
EXPERIMENTAL CONDITIONS

Subtraction coefficient α 2.0
Flooring coefficient β 0.5
Sampling frequency 16 kHz

Frame width 40 ms
Frame shift 20 ms

Window function Sine window
Acoustic model PTM

B. Experimental Result

The experimental result is shown in TABLE II. TABLE
II shows the recognition rate before performing Spectral
Subtraction (Before SS) and the recognition rate after Spectral
Subtraction (After SS) against each added noise. In addition,
when we performed isolated word recognition without noise,
the recognition rate was 100%.

Comparing Condition 2 with Condition 3, the recognition
rate was improved in Condition 3 for the air conditioner noise
and the faucet noise. We obtained 0.5 point improvement for
the air conditioner noise, and the recognition rate for the
faucet noise was same as that under Condition 1. The effect
of spectrum compensation was confirmed in the case where
these noises were added.

However, when adding the microwave oven noise, the recog-
nition rate of Condition 3 was lower than that of Condition 2.
Considering the fact that the recognition rate of Condition 2
was higher than that of Condition 1 in this case, the microwave
oven noise was not stable and the noise signal observed
by Microphone 2 was similar to the noise superimposed to
the speech recorded by Microphone 1 in this experiment.
Therefore, it is considered that the recognition rate decreased
by the spectral compensation as the result of Condition 3.

V. CONCLUSIONS

In our study, we proposed the speech recognition under
noisy environments using multiple microphones based on
asynchronous and intermittent observation. Each microphone
observes environmental noise independently and intermit-
tently.

In this paper, we consider the case of estimating the noise
spectrum from the noise observed by another microphone just
before speech input. In order to estimate the noise spectrum
from another microphone, it is necessary to compensate the
spectrum. So, we proposed the compensation method using
the estimated LSFL of the log power spectrum as the method
of the spectrum compensation in asynchronous observation.
Furthermore, we confirmed the effect of this spectrum com-
pensation method by the experiment. In the experiment, the
recognition rate using the spectral subtraction and the compen-
sation improved for the stationary noise, compared with the
case without compensation. However, we could not improve
the accuracy when the noise was not stationary. We need
further improvement of noise estimation for nonstationary
noise.

As a future work, we are going to study the method of
estimating the present noise spectrum from the past noise
signal. And we consider the observation interval of the noise.
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