Abstract—Speech quality is postulated to consist of several perceptual attributes. Psychoacoustic experiments for Mandarin monosyllables were designed and conducted to investigate the relations between five abstract attributes, including intelligibility, clarity, naturalness, continuity and noise intrusiveness, and perceived integral speech quality. Experimental results demonstrate a good speech quality estimate can be obtained using a simple multivariate linear regression method. The linear regression analysis shows clarity has the most impact on speech quality, while intelligibility contributes little in the subjective assessment. These findings could be used to develop categorical-rating based objective speech quality measures in the future.

I. INTRODUCTION

To evaluate speech transmission or processing systems, the most direct and simplest way is to compare quality of speech processed by these systems. However, modern telecommunication networks have become more and more complex such that it gets harder and harder to predict impacts of individual components of the networks on quality of the end-to-end transmitted/processed speech. Hence, reliable assessments of speech quality are in a great need for design, development and maintenance of quality-of-service (QoS) of systems. According to Jekosch [1], quality is the result of the judgment of the perceived composition of an entity. Therefore, speech quality, either a linguistic description or quantification on a measurement scale, is a subjective judgment reported by human listeners. The most direct way to measure speech quality is to conduct subjective listening tests and the most commonly used test in telecommunications is the absolute category rating (ACR) method [2]. In the test, a panel of listeners are requested to rate the quality of a number of short speech sentences processed by the tested system in a 5-point discrete scale, using integer values from 5 to 1 to represent excellent, good, fair, poor and bad quality, respectively. The average score across all subjects is referred to as the mean opinion score (MOS) of the test condition.

Apparently, listening tests are expensive to conduct and outcomes are difficult to reproduce so that conducting subjective listening tests can not be a practical solution. Consequently, more and more instrumental methods, referred to as quality models, have been developed and proposed as standards. They are designed to automatically estimate the perceived quality of speech samples using a computer program or algorithm. Instrumental quality models are mainly classified into three different groups from their assessment paradigms [3]: parameter-based models (such as the E-model [4]), signal-based models (such as the PESQ [5] and P.563 [6]), and packet-layer models (such as the P.564 [7]). However, none of these standards were developed based on internal perceptual attributes of perceived speech quality.

In this study, we attempt to address how the speech quality percept is decomposed by human listeners. First, we postulate that speech quality contains several pre-identified perceptual attributes, such as intelligibility, clarity, naturalness, continuity and noise intrusiveness [8]. Then analytical listening experiments were designed and conducted to investigate categorical scores from subjects on different attributes of speech quality under various speech codecs, additive noise and channel distortions. At the end, the multivariate linear regression technique was utilized to establish the relation between foundation attributes and the integral speech quality score (MOS).

As in [9], researchers found that the human modulation transfer functions exhibit a low-pass characteristic in both spectral and temporal modulation domains with 50% bandwidths of about 16 Hz and 2 cycles/octave. They also illustrated the potential utility of spectro-temporal modulation transfer functions in quantifying speech intelligibility. Also in [10], intelligibility was shown significantly impaired when temporal modulations less than 12 Hz or spectral modulations less than 4 cycles/kHz (for a center frequency of 500 Hz, 4 cycles/kHz ≈ 2 cycles/octave) were removed. These findings indicate that intelligibility can be objectively predicted by assessing the spectral-temporal modulations. In our opinion, the other pre-identified attributes of the integral speech quality can also be predicted by assessing different characteristics of speech signals as shown in our previous work [8]. However, the whole idea that speech quality is composed of several perceptual attributes must be validated by listening tests. In this study, the relations or respective contributions (or weightings) between the postulated attributes and the assessed integral quality are derived from subjective ratings. Potential application of this study is to develop objective quality measures that are much more close to the humans’ internal quantifications of speech quality.

The rest of the paper is organized as follows. First, definitions of foundation attributes of speech quality are given in Sec. II. Sec. III describes subjective listening experiments in details, including the Mandarin monosyllable database preparation and procedures of the listening test. Experiment
speech is not necessarily unintelligible. However, for native speakers, unintelligible speech is usually judged to have very low quality, while speech quality refers to perceiving “how” an utterance is spoken. Intelligibility refers to perceiving “what” a speaker says, a measure of effectiveness in understanding speech. Generally, qualitative meanings of these foundation attributes (intelligibility, clarity, naturalness, and speech continuity) are given in this section. The proposed categorical hierarchy of perceived speech quality (OVL) is demonstrated in Fig. 1.

Intelligibility was defined in the ISO 9921 standard as a measure of effectiveness in understanding speech. Generally, intelligibility refers to perceiving “what” a speaker says, while speech quality refers to perceiving “how” an utterance is spoken. For native speakers, unintelligible speech is usually judged to have very low quality, however, the low quality speech is not necessarily unintelligible.

In this paper, clarity refers to the “brightness” or “harmonic richness” of speech. This attribute is identified to reflect the frequency content, and is similar to “directness/frequency content”, the perceptual dimension derived in [12]. Therefore, processed speech with more harmonic structures preserved shall have higher speech clarity.

Naturalness was first defined by Parrish in 1951 as speech that sounds natural or normal to listeners [13]. In other words, irregular speaking styles deteriorate the naturalness of speech. It was reported four factors, pitch, duration, loudness and spectral contour, primarily affect the naturalness of synthesized speech [14]. In our listening tests, artificial pitch distorters were introduced for measuring the naturalness of real environmental/background noise, circuit noise in analog network and quantization noise from waveform codecs.

Naturalness was first defined by Parrish in 1951 as speech that sounds natural or normal to listeners [13]. In other words, irregular speaking styles deteriorate the naturalness of speech. It was reported four factors, pitch, duration, loudness and spectral contour, primarily affect the naturalness of synthesized speech [14]. In our listening tests, artificial pitch distorters were introduced for measuring the naturalness of real environmental/background noise, circuit noise in analog network and quantization noise from waveform codecs.

III. PSYCHOACOUSTIC EXPERIMENTS

A. Test Material Preparation

A dataset developed for Mandarin monosyllable recognition test [16] is utilized in this study. All the monosyllables, which are actual words, in the dataset were uttered by four native speakers, two males and two females, and recorded in an anechoic chamber (with a $2 \times 3 \times 3 \text{m}^3$ dimension) via a SHURE SM58 microphone and an ALESIS iO2 USB audio interface connected to a laptop. Each utterance consists of five randomly selected distinct monosyllables (ten phonemes plus five tones per utterance). There is a short pause about 0.5 second between consecutive syllables. Totally 400 utterances were produced (100 utterances per speaker). The utterances were then level-adjusted, and 20% of them were further degraded by artificial pitch distorters simulated by Adobe Audition 3.0 to generate irregularly uttered speech for addressing the naturalness attribute. Afterward, speech utterances were processed by channel conditions in [17], including wireless and transmission codecs, additive environmental noise and channel degradations. The specifications of the recording of speech and the 100 channel conditions used for the tests are summarized in Table I. The detailed description of the 100 channel conditions is available at http://perception.cm.nctu.edu.tw/sound-demo/.

B. Subjective Listening Tests

Subjective listening tests were conducted in accordance with ITU-T Rec. P.835 [11]. Ten subjects, five males and five females aged from 20 to 26, were recruited for the listening test. The test was done with an AKG k240 headphone in a quiet office during the night time. The subjects were asked to first concentrate only on the speech (or signal) part and then the noise (or background) part of test utterances, and give two corresponding quality ratings on the specified 5-point scale as in [11]. Afterward, the subjects gave the overall quality scores by considering the earlier two ratings. Besides, while focusing on the speech part, the subjects were also asked to rate abstract attributes, including clarity, naturalness and continuity, on a similar 5-point scale. The rating scales and
the corresponding descriptions are given in Table II. In addition, the subjects were further requested to write down all the monosyllables (including tones) they recognized so that the phoneme recognition rates or intelligibility scores can be assessed as well. For each subject, a small pilot test (or called a practice trial) was conducted and results were examined at the beginning to ensure the consistency of his/her rating.

IV. EXPERIMENTAL RESULTS

With these subjective data in hand, we must first confirm that all the perceptual parameters or attributes are consistently quantified in every listener’s perception. The Cronbach’s alpha is 0.703 using IBM SPSS Professional Statistics™ 20 (http://www-01.ibm.com/software/analytics/spss/) to analyze inter-subject reliability is acceptable [18].

Thereafter, we attempt to find the relations between the abstract attributes and overall speech quality. A multivariate linear regression was applied to investigate the subjective listening test. The correlation coefficients calculated between two attributes from sample-based and condition-based scores. These results show our proposed abstract attributes can also be used collectively to estimate SIG or OVL.

From results shown in Table III, clarity has the highest correlation with SIG and OVL among four proposed abstract attributes. Except for intelligibility, the remaining three attributes all highly correlate with SIG, which implies that a good SIG estimate can be derived from these attributes. In addition, the correlation between intelligibility and OVL is higher than the correlation between BAK and OVL. Since BAK is adopted in ITU-T Rec. P.835 to assess OVL, it is reasonable to conclude that our proposed four abstract attributes could play a role in estimating OVL based on these high correlation coefficients.

A multivariate linear regression was applied to investigate corresponding weights of the proposed attributes to actual MOS. The dynamic ranges of all attributes were normalized to the same scale (from 1 to 5). Three levels of regressions were considered: (a) combining SIG and BAK to estimate OVL as in ITU-T Rec. P.835; (b) combining four abstract attributes to estimate SIG; and (c) combining four attributes together with SIG and BAK to assess OVL. The regressions were formulated as in (2), (3) and (4), and the weights and the corresponding correlation coefficients between the estimated and the target scores for each level are shown in each column of Table IV.

\[
SIG_{est} = a_1 \times \text{Intelligibility} + a_2 \times \text{Clarity} + a_3 \times \text{Naturalness} + a_4 \times \text{Continuity} + \text{bias}
\]

\[
OVL_{est} = a_5 \times SIG + a_6 \times BAK + \text{bias}
\]

\[
OVL_{est} = a_7 \times \text{Intelligibility} + a_8 \times \text{Clarity} + a_9 \times \text{Naturalness} + a_{10} \times \text{Continuity} + a_{11} \times SIG + a_{12} \times BAK + \text{bias}
\]
might result from a categorical rating process, which consists of at least five proposed abstract attributes, including intelligibility, clarity, naturalness, continuity and noise intrusiveness. The corresponding categorical-rating based model of speech quality was proposed in Fig. 1. Weights of abstract attributes to predict speech quality (OVL) of narrowband Mandarin monosyllables were derived from the subjective listening test results. These weights provide crucial insights for building a categorical-rating based objective speech quality measure, which is our ultimate goal.

Based on results shown in Table IV and Table V, SIG contributes more than BAK in predicting OVL, which is consistent with the results reported in [19]. Among the four abstract attributes (intelligibility, clarity, naturalness and continuity), clarity seems to have a much higher impact in assessing SIG and OVL. In contrast, intelligibility only provides little weight in estimating SIG or OVL. However, one should not simply draw the conclusion that intelligibility having nothing to do with perceived quality. In [20], this similar idea that the intelligibility is a necessary, but insufficiently relevant feature to quantify the listener’s perception of a transmitted speech sign is also stated. As mentioned in Section II, for native speakers, unintelligible speech is usually judged to be with low quality, but low quality speech is not necessarily judged to be unintelligible. This fact simply implies if a relation between intelligibility and speech quality exists, it must be a nonlinear function. This nonlinear function of intelligibility against SIG is plotted in Fig. 2.

As presented in Table IV, a good SIG estimate (SIGest) could be derived using four proposed abstract attributes. To validate SIGest is indeed a good estimate of SIG, we employed SIGest and BAK to predict OVL and compared with the OVL prediction using SIG and BAK. The analysis of variance (ANOVA) was utilized to verify whether these two sets of OVL predictions are significantly different or not. Two p-values listed in Table V are both less than 0.05, which means that SIG and SIGest make no significant differences in estimating OVL. Performance comparisons are illustrated in Fig. 2.

V. CONCLUSIONS AND DISCUSSIONS

In this study, subjective listening experiments were designed and conducted to collect various subjective scores, including scores of four abstract attributes. These data were statistically analyzed and utilized to predict speech quality (OVL) by using the simple multivariate linear regression method. High correlation between actual OVL scores and predicted OVL scores implies the speech quality percept might result from a categorical rating process, which consists of at least five proposed abstract attributes, including intelligibility, clarity, naturalness, continuity and noise intrusiveness. The corresponding categorical-rating based model of speech quality was proposed in Fig. 1. Weights of abstract attributes to predict speech quality (OVL) of narrowband Mandarin monosyllables were derived from the subjective listening test results. These weights provide crucial insights for building a categorical-rating based objective speech quality measure, which is our ultimate goal.

Based on results shown in Table IV and Table V, SIG contributes more than BAK in predicting OVL, which is

### Table IV

<table>
<thead>
<tr>
<th>Sample-based</th>
<th>Condition-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIG</td>
<td>OVL</td>
</tr>
<tr>
<td>SIG</td>
<td>OVL</td>
</tr>
<tr>
<td>a₁</td>
<td>0.108</td>
</tr>
<tr>
<td>a₂</td>
<td>0.667</td>
</tr>
<tr>
<td>a₃</td>
<td>0.369</td>
</tr>
<tr>
<td>a₄</td>
<td>0.310</td>
</tr>
<tr>
<td>bias</td>
<td>-1.190</td>
</tr>
<tr>
<td>C.C.</td>
<td>0.927</td>
</tr>
<tr>
<td>p-value</td>
<td>9.6196×10⁻⁶</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>Sample-based</th>
<th>Condition-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIG</td>
<td>OVL</td>
</tr>
<tr>
<td>SIG</td>
<td>OVL</td>
</tr>
<tr>
<td>a₁</td>
<td>0.798</td>
</tr>
<tr>
<td>a₂</td>
<td>0.844</td>
</tr>
<tr>
<td>a₃</td>
<td>0.346</td>
</tr>
<tr>
<td>a₄</td>
<td>0.398</td>
</tr>
<tr>
<td>bias</td>
<td>-1.016</td>
</tr>
<tr>
<td>C.C.</td>
<td>0.933</td>
</tr>
<tr>
<td>p-value</td>
<td>9.6196×10⁻⁶</td>
</tr>
</tbody>
</table>

Fig. 2 Performance of OVL estimation using SIG and BAK (upper two panels) and using SIGest and BAK (lower two panels) for either sample-based data shown in (a),(c) or condition-based data shown in (b),(d).

As illustrated in Fig. 3, most speech utterances in the tests were reported intelligible (with more than 80% intelligibility), while the perceived quality varied from 2 to 5, a relatively large dynamic range compared to that of intelligibility. Although unintelligible speech was not included in the experiment, the nonlinear relation between intelligibility and SIG as the dotted dash line should be expected. Therefore, intelligibility will contribute more (with a greater weight) to speech quality after applying a proper nonlinear mapping. This idea will be adopted when developing the objective speech quality measure in the future.

From experiment results, estimation performance is better for condition-based data than for sample-based data due to the elimination of variability across speakers. In practice, if perceived speech quality of a particular condition is in concern, the condition-based data would provide a more reliable and more accurate reference.
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