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Abstract—Real-time accurate ball tracking in sport games is
important for automated game analysis and augment reality
display. It is very difficult because the ball is usually very small,
with few features and large variance appearance, sudden motion
change and occlusion occurs quite often as well as the background
is noisy. Badminton is one of the fastest ball games in the world
and so tracking a shuttlecock accurately is a challenging work.

In this paper, we propose a novel real-time non-recursive
tracking algorithm to addressing this issue by formulating the
motion model and the correlation within scene context, which
is different from standard tracking approaches. We build a
multi-layer filters focusing on the rationality to eliminate false
candidates step by step and choose the optimal candidate without
previous results. Experiment results show that the proposed
tracker can track the shuttlecocks in real-time with satisfying
performance.

I. INTRODUCTION

Accurate ball tracking in sports is important to athletes,
referees and audience. However, the size, velocity of the ball
and prolonged occlusions make ball tracking challenging even
for trained human observers. Shuttlecock, the fastest ball game
in the world, is one of the most challenging work in tracking
category because of many complex factors including occlusion
and motion change, small scale with few visual model features,
background clutter and severe object blur. Although object
tracking has been investigated intensively in the past decade, it
is still a challenging problem to design a robust visual tracking
algorithm in real scenes.

Many tracking algorithms with significant performance are
introduced in [14] and discriminative features are exploited
to track the targets in the complex scenes with excellent
performance. However, most of the tracking algorithms cannot
be used for tracking a shuttlecock in badminton game in
real time. The reason can be concluded as: i)The pose of a
shuttlecock changes in the flight and so does its appearance.
In addition, the shape of a shuttlecock in video frames is often
a small white area occupying only a few pixels because of
its small size. ii) Unlike a tennis ball, a shuttlecock often
flies ten feet or higher above the floor. In order to capture
its full trajectory, the background is often a complex scene
containing audience and many objects. iii) The shuttlecock in
a badminton game often travels at high speeds and appears as
a blurred object in a frame. This leads to a large appearance
distortion and makes the detection work more difficult. iv)
Occlusion of the shuttlecock caused by players is much more
frequent in a badminton game than a tennis game. Several
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Fig. 1: (a)(b)(c) are frame difference images generated by three consecutive
frames. The location of the shuttlecock can be estimated from these frames.

algorithms are proposed for ball tracking. In [9] the author
proposed a data association based algorithm to track tennis
ball in tennis game video. The performance is good but the
algorithm cannot be implemented in real time. In [3][4][5],
trajectory based trackers are designed to track the a ball in
sport games, but the algorithms are required to set the initial
location of ball and they cannot cope with tracking failure.

Our goal is to design a real time shuttlecock tracking algo-
rithm which is able to detect and track the ball independently
in each frame. Before introducing the main idea of our algo-
rithm, let’s explore three images (Fig. 1 (a)(b)(c)) first. These
images are generated from consecutive frames of game video
with frame differencing and threshold operations. We find that
people can easily tell where the ball is simply through these
three images. How can we human do that through these binary
images? We conclude that firstly, people can easily estimate
the players and play ground in 3D space. Secondly, our eyes
can capture the moving objects and estimate the possible
moving trajectories by experience. Thirdly, the judgement is
made based on the possible trajectories linking two players
and the shape of the trajectory most likely to be a shuttlecock
flying path. With the help of these information, people can
infer that in the images showed in Fig.1, one player just hits
the ball and the shuttlecock is flying from one player to another
and thus easily tell where the shuttlecock is.

Starting from this particular idea, we propose a novel real-
time non-recursive shuttlecock tracking algorithm focusing
on the motion features and correlation with scene context.
First, we explicitly model the correlation between shuttlecock
and the information extract from scene context including the
recover formulation from 2D to 3D space and shuttlecock
flying trajectories in particular view. Second, we designed a
multi-layer filters to eliminate the false candidate step by step.
Third, a model function is defined to select the true candidate
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Fig. 2: Algorithm Structure

from candidates set passed through the multi-layer filters in
each frame.

II. PROPOSED ALGORITHM

Our aim is to build a shuttlecock tracker which is able to
detect the shuttlecock in real-time robustly and non-recursively
with the help of scene context. The core idea is how to
design the non-recursive structure and to find the correlation
with scene context. In this section, we firstly explore the
information hidden in the scene context which is helpful for
tracking, then the algorithm is introduced to explain how to
make it real-time and non-recursive.

A. Scene Context Correlation

A lot of information hidden in the scene context is helpful
for tracking. We carefully explore the following clues which
are helpful to locate the true candidates: 1. Shuttlecock has
specific motion model. 2. Shuttlecock flying state can be
estimated from player motion. 3. Strong correlation between
ball trajectory and specific sources.

The coming question is how to extract and utilize these
clues. Should these features be regarded as evidence to cal-
culate probability for each candidate or should they be set
as a criteria to eliminate false candidates? As the statement
in the following sections, considering computing speed and
approximate simulation, these features we extract in each
frame are not precise enough to be set as condition for
calculating the probability of each candidate, but they are good
enough to be criteria to eliminate most of the false candidate
with reasonable boundary condition.

B. Algorithm Structures

Our tracking algorithm structure is organized as Fig. 2
shows. At the beginning of each new frame, a set of connected
components are generated by frame difference operation. All
of these components are treat as ball candidates. In the second
part, a multi-layer filter is designed to reduce the number of
false candidates. Firstly an object level filter is introduced
which simply eliminate false candidate based on the object
size and transparency. A weak threshold is set to guarantee
true candidate passing through. Combing with candidates set
of previous frames, a new set of candidates defined as seed-
path is formed and more attributes are extracted by the new
combination. The following multi layer filter will eliminate the

false candidates based on the attribute of seed-path including
motion model, correlation with player state and location. This
analysing method is non-recursive because the decision made
in current frame does not depend on the true candidate infor-
mation in previous frames. A seed-path description function is
defined and the candidates with passed through the filters with
minimum cost will be set as true candidate in current frame.

III. SCENE INFORMATION EXTRACTION

A. 3D Structure Reconstruction

Information utilizing 3D, most definitely offers much more
distinct information for analysing. In badminton games, the
advantages of 3D reconstruction can be classified as two
aspects: recover 3D coordinate for pixels in image space
and project 3D world information to image space. As the
badminton playground has standard size and salient feature
such as white board lines and clearly crossing points, it is not
hard to get the 2D and 3D recover formulation from [11][13].
In our system, we adopted the pinhole camera model. By using
this model, a scene view is formed by projecting 3D points
into the image plane utilizing a perspective transformation.
The corresponding relationship between points in the image
(u, v) and 3D world coordinate (X,Y, Z) is formulated as:

s [u, v, 1]
T

= M [X,Y, Z, 1]
T
. (1)

where A is the intrinsic matrix encompassing the focal length,
image sensor format, and principal point.[R|t] are the extrinsic
parameters, which denote the coordinate system transforma-
tions and s is a scale factor. In the following part of this paper,
we use the following equations to represent reconstruction and
projecting relationship derived from (1):{

f([u, v]T ) = [X|z, Y |z, Z]T

F ([X,Y, Z]T ) = [u, v]T
(2)

B. Trajectory Generation

In order to explore the correlation between possible trajec-
tories and players, a set of flying trajectories which represent
the possible flying path in current view must be pre-calculated.
The shuttlecock flying trajectory is given by [10]:
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Setting the start speed as constant maximum speed (300km/h)
with different initial angles, different shape of trajectories can
be generated in a single phase. In this paper the number of
trajectories we adopted is 12 which is precise enough to model
different realistic trajectories. Each trajectory is represented as

T o {vt, θt, st} (4)

where vt, θt and st are velocity, angle and state respectively
in time t. Setting the trajectories in different plane phase, we
can easily project the 3D trajectories into trajectories in image
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plane representation with (2). The new trajectories represent
as:

T γ{v∆γ
t , θ∆γ

t , st } (5)

C. Player Detection

Player detection is a easy task in badminton game as the
players are isolated on the playground and constrained by
size and location. A mean-shift cluster with bounding box
constrains will get accurate result based on the components
from frame difference. The state of player represents as:

PL{b, l2, l3,∆ψ}. (6)

where b represents the bounding box in image space with
center l2, the location in 3D l3 is estimated with (1) assuming
the player always stepping on ground. ∆ψ is the normalized
motion representation for each player calculated by the number
of frame difference pixels. A larger value means player is
moving pretty fast and smaller otherwise.

IV. IMPLEMENT DETAILS

A. Candidate Generation

The velocity of shuttlecock is always extreme fast which
leads to severe motion blur. In addition, white is a common
color. The small white shuttlecock can easily blend into com-
plicated background. All of these factors lead to the candidate
extraction work quite complicated. Therefore, to guarantee the
true candidate can be extracted in every frame, the shuttlecock
candidates are extracted simply through frame difference with
connected-components labelling. All of the objects generated
here are set as candidates.

B. Object Filter

Most of time the shuttlecock is blurred and blended into
white background objects, thus the criteria that only keeps
white object with regular shape does not make any sense here.
In this filter, we use the color and transparency information to
eliminate false candidates. The blurred shuttlecock in image
can be regarded as a matting problem and we set the keeping
criteria as components with good consistency.

C. Seed-path Filter

Seed-path is a small path formed by k candidates in k
consecutive frames represents as:

sp{p, v, a, θ,∆θ} (7)

which satisfies:

v = ‖p2 − p1‖2 /∆t− 0.5a∆t

a = (‖p3 − p2‖2 − ‖p2 − p1‖2)/∆t2

θ = ∠(p2 − p1)

v + ksa ∈ (0, vmax), 0 ≤ ks ≤ k
a ∈ (amin, amax)

∆θ < θthres

(8)

where p means the center of candidates in image space, v,
a and θ represent the velocity, acceleration and direction
respectively extracted from the combination.

In this paper we set k as 4 for computing speed consid-
eration and four components are good enough to calculate
key feature parameters and cope with motion change and
occlusion. The candidates set changes to seed-path instead of
isolated objects in the following filters. Any seed-path which
does not satisfy the model is discarded in current filter layer.

D. State Filter

Observing from the video, we conclude that the motion of
the player has a great inference on trajectory state. The filter
designed here is to eliminate the false candidate which is not
able to occur under player state Pi in (4). For example, it is
impossible for the seed-path to be with a large velocity when
player stop moving or with extreme small velocity when player
moving in a hurry. Here we construct a ratio representation to
figure out the relationship between player and trajectories:∑

i

PL(∆ψ)i ∝ σvβe−l
η

. (9)

where σ is a scale in different view, v is the velocity in seed-
path and l is the Euclidean distance between seed-path and
player and β , η are adjusting parameters. Seed-path without
reasonable ratio will be eliminated.

E. Correlation Filter

It is obvious that there is no chance for a seed-path to be true
candidate if the location of the matched trajectory is far from
players. In correlation filter, the seed-path is fitted into the
trajectory to check whether the trajectory is between players.
Trajectory matching is formulated as:

arg min
i,t

ω1

∥∥∥T γi (v∆γ
t )− sp(v)

∥∥∥
2

+ ω2

∥∥∥T γi (θ∆γ
t )− sp(θ)

∥∥∥
2

(10)
The correlation between trajectory and players can be

represented as:

min distance = d1 + d2 < threshold distance

s.t. cross point above z plane.

highest point above net

(11)

Mathematically calculated in Euclidean space with the fol-
lowing equation, zthres represents error tolerance and znet is
the height of court net.

min dtj =
∥∥f([ui, vi]

T )− lm3
∥∥

2
+
∥∥f([uj , vj ]

T )− ln3
∥∥

2

s.t. z|f([ui,vi]T ) + zthres > 0.

z|(ui,vi)(uj ,vj) + zthres − znet > 0
(12)

F. Final Decision

A model is set to select a better one as true candidates or
make the judgement that there is no shuttlecock in current
frame. A good model should have good consistency and
here we choose the candidate with best model measurement.
According to [12], MLESAC is proposed to give an accurate
measurement but involves estimation of mixture parameters of
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Fig. 3: Screen shot of 6 videos

a likelihood function. The function is complicated and compu-
tationally expensive thus not suitable for real-time processing.
In this implementation, the following cost function is adopted:

arg min
i
C =

∑
i

ρ(piest)). (13)

where

ρ(piest) =

{
d2(p̂est, pi) if d(p̂est, pi) < dth

d2
th otherwise

(14)

and p is the candidate location in image, d2 represents the
distance in Euclidean space with estimated location p̂k from
seed-path model. A smaller C indicates a better model. The
candidate passed through all filters with minimum cost smaller
than the keeping threshold will be regarded as true candidate.
For the situation that no seed-path passing through filters with
small cost C, the decision will be made as no shuttlecock in
current frame.

V. EXPERIMENTS

The testing dataset consists of 6 video sequences. Each is
about 10 minutes long. Fig. 3 summarises these sequences
which were captured at different angles, resolution , frame
rate different type of players. We manually labelled the true
shuttlecock location in each frame. The tracking algorithm
performance shows in Table I.

We set 4 parameters to evaluate the performance: True
and False Positive(TP, FP) represent the detection success
and failure rate when shuttlecock is flying. True and False
Negative(TN, FN) represent the success rate to justify whether
shuttlecock is flying. Analysing from the performance results,
we can see that the proposed tracking algorithm can track

TABLE I: Algorithm Performance

TP FP TN FN
Video 1 88.6% 11.4% 73.7% 26.3%
Video 2 92.7% 7.3% 81.2% 18.8%
Video 3 86.8% 13.2% 76.5% 23.5%
Video 4 89.1% 10.9% 77.7% 22.3%
Video 5 86.9% 13.1% 79.9% 20.1%
Video 6 93.2% 6.8% 85.7% 14.3%

the shuttlecock efficiently in different views. The tracking
failures are mainly caused by the situation when shuttlecock
merged into players or moving objects in the background. The
algorithm is implemented in c++ without code optimization.
The proposed tracker runs at 350 frames per second on an i7
machine.

VI. CONCLUSIONS

In this paper, we present a novel real-time tracking method
for shuttlecock tracking in badminton game. The comprehen-
sive experiments on six badminton game videos demonstrate
that the proposed approach can successfully detect and track
the shuttlecock in real-time based on the proposed multi-filter
model and correlation with scene context scheme.
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