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Abstract—This paper aims to improve the performance of
automatic pronunciation generation of foreign loanwords in
Korean by using phonological knowledge and syllable-based
segmentation. The loanword text corpus used for our exper-
iment consists of 16.6K words extracted from the frequently
used words in set-top box, music, and POI domains. At first,
pronunciations of loanwords in Korean are obtained by man-
ual transcriptions, which are used as target pronunciations.
A syllable-based segmentation method considering phonological
differences is proposed for loanword pronunciation modeling.
Performance of the baseline and the proposed method are
measured using PER/WER and F-score at various context spans.
The result shows that the proposed method outperforms the
baseline. We also observe performance decrease when training
and test sets come from different domains, which implies that
loanword pronunciations are influenced by data domains. It is
noteworthy that pronunciation modeling for loanwords in Korean
is enhanced by reflecting phonological knowledge. The loanword
pronunciation modeling in Korean proposed in this paper can be
used for (1) ASR of application interface such as navigation and
set-top box and (2) computer-assisted pronunciation training for
Korean learners of English.

I. INTRODUCTION

Loanwords are borrowed words from L2 (foreign language),

which are incorporated into L1 (native language) phonetic

system [1] and are made to conform with phonological rules

of L1 [2]. In Korean, it is reported that loanwords appear in

63% of the titles of TV programs [3], while only 4.7% of entry

words of the Standard Korean Dictionary are loanwords [1][4].

Recently, automatic speech recognition (ASR) technology is

commonly used for application interfaces of navigation and

TV set-top box. Foreign loanwords are frequently used as

point-of-interest (POI) entries for navigation interface and as

parts of titles of TV programs for TV set-top box interface.

Furthermore, various foreign proper nouns such as the names

of singers and films are frequently used in TV set-top box

applications. Therefore, to improve ASR performance for

such application interfaces, loanword pronunciation should be

modeled and reflected in a pronunciation dictionary of ASR

systems.

Loanwords used in POI or multimedia are usually neol-

ogisms. Thus, it is difficult to manually establish loanword

pronunciation dictionary, since it consumes massive amount of

time, manpower, and cost to continuously update neologisms

to the dictionary. Therefore, grapheme-to-phoneme (G2P) con-

verter is necessary for pronunciation modeling of loanwords

in Korean.

Loanwords spoken in Korean have separate phonologi-

cal/phonetic system from Korean native vocabulary [1][5],

although the loanwords are part of Korean. For instance, as

can be seen in Fig. 1, an English word “SECRET” has three

loanword pronunciation variants in Korean. Vowel epenthesis

of /W/ appearing in a consonant cluster or word-final consonant

is obligatory according to phonological rules in native Korean

[6]. However, tensification of alveolar fricative /s/ as /s=/

occurs only in loanwords of Korean, not in native Korean

vocabulary [7][8]. Therefore, besides a normal Korean G2P

[9], an additional G2P for loanwords in Korean is required in

order to deal with such pronunciation variations.

SECRET

Roman alphabet

시크릿

시크리트

Transcription
in Korean

sikhWRit^

s=ikhWRit^

s=ikhWRithW

Loanword
Pronunciation

Fig. 1. Pronunciation variations of loanwords in Korean

There are several previous studies regarding pronunciation

modeling of foreign loanwords [10][11]. Reference [10] dealt

with establishing pronunciation dictionary of loanwords in

Chinese Mandarin for ASR. They extended the pronuncia-

tion dictionary by mapping phonemes using differences in

phonemic system and syllabic structure between English and

Mandarin. By the results of the experiment, the pronunciation

dictionary that considers loanwords improved the performance

of ASR. Reference [11] studied loanword pronunciation mod-

eling in Sepedi, which is one of the public languages in South

Africa. They extended pronunciation of vocabularies which

come from English or other public languages in South Africa.

They predicted pronunciation variants by using (1) foreign-
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to-Sepedi phoneme mapping and (2) Letter-to-sound rule of

Sepedi regardless of source languages. The result showed

that letter-to-sound rules outperformed phoneme mapping.

These previous studies presented that the performance of

ASR was enhanced by considering pronunciation modeling

of loanwords.

However, there have been no previous studies concerning

pronunciation modeling of loanwords in Korean. Only a few

quantitative studies dealt with pronunciation variations of loan-

words [1][12]. Pronunciation modeling of loanwords in Korean

is necessary for improving ASR performance for navigation

and set-top box applications.

The goal of this paper is to improve pronunciation modeling

of loanwords in Korean by using phonological knowledge and

syllable-based segmentation. The remaining part of this paper

is organized as follows. Section II describes phonological and

phonetic characteristics of loanwords in Korean. In Section III,

a segmentation scheme and experimental setup are proposed.

Experimental results using the proposed method are presented

in Section IV, which is followed by conclusion in Section V.

II. LOANWORDS IN KOREAN

A. Phonological difference

In this section, phonological differences between English and

Korean are described, considering that many loanwords in Ko-

rean originate from English [13]. Description regarding phono-

logical differences is necessary since many characteristics of

loanword pronunciation come from the fact that pronunciations

of the source language (English) are not fully covered by

that of the target language (Korean). Thus, pronunciations

of loanwords are realized in different manner depending on

phonological system of the target language.

There are two kinds of phonological differences between

English and Korean: one is difference of phonemic system

and the other is difference of syllabic structure. First of all,

regarding phonemic systems of English and Korean, there are

some English phonemes which do not exist in Korean. These

phonemes are mapped by regulations concerning Hangeul

transcription of loanwords [14]. The phonemes and the corre-

sponding mapping in Korean are listed below.

TABLE I
LIST OF PHONEMES WHICH EXIST ONLY IN ENGLISH

Category English mapping in Korean

Fricative f, v, T, D, S, Z p, b, s, d, si, Ãi

Affricate ţ, dz Ùi, zi

Vowel I, U, O, @ i, u, o, 2

Secondly, syllabic structure in Korean and English shows

difference in dealing with consonant clusters and codas. Con-

sonant clusters are not allowed in Korean, while at most three

consonants at onset position and four at coda position are

allowed in English, e.g. STRENGTHS /stôENkTs/. In addition,

only seven consonants of /k^, n, t^, l, m, p^, N/ can appear at

coda position in Korean. On the contrary, English allows all

consonants except /h/ at coda. Korean speakers tend to insert a

vowel /W/ as a strategy to adapt to the differences in consonant

clusters and codas [15].

B. Pronunciation of loanwords in Korean

As mentioned previously, loanword phonology in Korean

have different characteristics from Korean native vocabulary

phonology [5]. This leads to the unique pronunciation rules

that are realized only in loanwords in Korean [1][7][12], such

as onset tensification, fricative /s/ tensification, affrication, and

vowel variation, etc. Each rule and the corresponding examples

are shown in Table II.

The pronunciation rules listed above are difficult to be

used to standardize pronunciation for loanwords because of

the following reasons: (1) there is no standard pronuncia-

tion of loanwords in Korean [16] and (2) they are optional

phonological rules, not obligatory [1]. Therefore, in this study,

pronunciation modeling is performed by using data-driven

approach, not rule-based.

TABLE II
LOANWORD PRONUNCIATION RULES AND EXAMPLES

Pronunciation rules Examples

Onset tensification GAME /k=Eim/ BOX /p=ak^s=W/

Fricative /s/ tensification ACE /Eis=W/ SIGN /s=ain/

Affrication BASIC /b
˚

EiÃik^/ BEARS /b
˚

E2ÃW/

Vowel variation LIGHTER /laitha/ COLOR /khalla/

III. METHOD

A. Corpus and Transcription

We use the loanword corpus provided by SK Telecom. It is

a text corpus written in Roman alphabet. The corpus consists

of 16.6K words extracted from the frequently used words in

set-top box, music, and POI domains. Details of the loanword

corpus are described in Table III.

TABLE III
DETAILS OF THE LOANWORD CORPUS

Domain # of words Proportion(%)

Set-top box 2,991 18.00

Music 2,217 13.35

POI 11,405 68.65

Total 16,613 100.00

At first, pronunciation of loanwords in Korean is obtained

by manual transcription. Five groups participate in loanword

transcription. Each group is composed of six annotators: two

graduate and two undergraduate students majoring in linguis-

tics, and two non-linguistic majors. Non-linguistic majors are

included to reflect the pronunciation difference according to

linguistic knowledge. Each group annotates approximately 3K

to 3.5K words regardless of domains.

The groups annotate the loanwords based on their own

pronunciation. They are asked to transcribe as many pronun-

ciations as possible in the environment that they speak in

Korean, not in source language such as English.
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To prevent from allowing too many pronunciation variants,

the results transcribed by more than three annotators are cho-

sen as target pronunciations. As a result, 19.4K pronunciation

variants are selected. Thus, each loanword has 1.17 variants

per word in average.

B. Syllable-based segmentation

Loanwords in Korean may have multiple pronunciation vari-

ants, although the grapheme forms are the same. For example,

a loanword “EMMA” can be realized as /Ema/ or /Emma/. Un-

fortunately, it is difficult to predict such completely different

pronunciations using only the grapheme sequences “EMMA”.

Considering phonological differences such as syllable struc-

tures described in Section II, the loanword presented above

that has two different pronunciation variants can be segmented

in different ways. As shown in Fig. 2, the two pronuncia-

tion variants of the word “EMMA” have different syllable

structures in the first syllable. The first syllable /E/ of the

pronunciation sequence /Ema/ has only a nucleus. On the

contrary, in the second pronunciation /Emma/, the first syllable

/Em/ has a nucleus and a coda. In accordance with this

difference, loanwords “EMMA” is segmented differently in

grapheme level as well. In the case of “EMMA” /Ema/, “MM”

of grapheme “EMMA” belongs to the second segment, since

there is no coda in the first grapheme segment. On the other

hand, “MM” is split into each grapheme segment when the

pronunciation /Emma/ is realized.

Pronunciation
segment

E ma Em ma

Grapheme
segment E MMA EM MA

Loanword EMMA EMMA

Fig. 2. Segmentation example

As described above, an identical grapheme sequence may

have different grapheme segmentations for the corresponding

pronunciations according to the phonological syllable struc-

tures. If segmentation information of loanwords at grapheme

level is provided additionally besides loanwords and their pro-

nunciations, loanword pronunciations can be predicted more

effectively. Therefore, considering phonological differences,

we propose a syllable-based segmentation scheme for mod-

eling loanword pronunciations in Korean. Segmentation rules

we propose are as follows. Basically, loanwords are segmented

based on syllables in graphemes. However, since there is

difference of syllable structure between Korean and source

languages, vowel epenthesis in consonant clusters and word-

final consonants should be considered for segmentation. Thus,

inserted vowels are also segmented. For example, as shown

in Fig. 3, while “SECRET” is composed of two syllables in

English pronunciation, loanword pronunciations in Korean are

realized as three or four syllables according to vowel insertion.

Pronunciation
segment s=ikhW Ri thW s=i khW Rit^

Grapheme
segment SE C RE T SE C RET

Loanword SECRET SECRET

Fig. 3. Segmentation considering vowel epenthesis

C. Experimental setup

We adopt the Sequitur G2P toolkit [17] for our loanword

pronunciation modeling task. The Sequitur toolkit relies on a

joint sequence n-gram model, which computes its probability

considering sequences of graphemes and the corresponding

phoneme sequence. The Sequitur G2P toolkit is one of the

state-of-art approach for grapheme-to-phoneme conversion

[18–20].

Pronunciation generation experiments for loanwords are

performed to compare the proposed method with the baseline.

For the baseline, following the grapheme-phoneme joint multi-

gram in [17], G2P model is trained using pairs of loanword

and pronunciation. The fundamental idea of the method is

to generate the most likely pronunciation considering a given

grapheme sequence. The method is formalized as (1) [17].

ϕ(g) = argmax
ϕ∈Φ

p(g, ϕ) (1)

In (1), g and ϕ denote a sequence of grapheme and pro-

nunciation, respectively. The set of pronunciation is denoted

as Φ.

For the proposed method, we use two dictionaries for

training: one is a segment dictionary and the other is a

pronunciation dictionary. As shown in Table IV, the segment

dictionary contains loanword and the corresponding syllable-

based grapheme segmentation, while the pronunciation dictio-

nary contains loanword and the corresponding pronunciation.

G2P models for the proposed method are trained by mapping

syllable-based segments and pronunciation in two dictionaries.

TABLE IV
SEGMENT AND PRONUNCIATION DICTIONARIES

Dictionary Loanword Segment/Pronunciation

Segment dictionary
SECRET

SE — C — RE — T

Pronunciation dictionary s= i kh W R i th W

The training process is performed in incremental way. The

initial training creates a very simple model, and each training

depends on the previously trained model. In this experiment,

training is performed seven times. In addition, 5% of training

data is used as development set for optimizing parameters of

the models. When each iteration is completed, test data is

applied to each trained model.

Considering the purpose of ASR, G2P should generate

multiple pronunciation variants [18]. For this reason, we

extract a number of pronunciation variants until the sum of

the probabilities of the pronunciation variants exceed 0.5.
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However, if the probability of each variant is too small, too

many garbage variants are generated to exceed the criteria.

Thus, we restrict the total number of pronunciations to ten

variants at most.

The Sequitur G2P has an option to adjust context spans to

calculate joint sequence model. We vary context spans from

tri-gram, i.e. one previous, one current, and one following

context, to nine-gram, i.e. four previous, one current, and four

following contexts.

We use two kinds of measures to assess the quality of

the G2P models: (1) phone error rate (PER)/word error

rate (WER), and (2) precision/recall/F-score. PER and WER

measures are usually used for evaluation of pronunciation

modeling [19–21]. On the other hand, the precision, recall

and F-score measures are also good indicators for quality of

pronunciation variations [18][22]. Especially in ASR context,

not only the ratio of generated pronunciations which are

correct pronunciation (precision), but the ratio of correct

pronunciation variants which are actually predicted (recall) is

also important. F-score is the harmonic mean of precision and

recall.

TABLE V
STATISTICS OF THE DATA FOR THE EXPERIMENT 1

# of words Proportion(%)

Training 13,300 80.06

Development 700 4.21

Test 2,613 15.73

Total 16,613 100.00

Using experimental setup above, we perform two experi-

ments: (1) performance comparison between the baseline and

the proposed method, and (2) comparison among different

domains of the data. In the experiment 1, we divide training,

development, and test data regardless of data domains. The

statistics of the data in our experiments is shown in Table V.

The aim of the experiment 2 is to observe the influence

of loanword domains on the performance of pronunciation

modeling. We train the pronunciation model using POI data

only, since the data from other domains are too small to be

used for training as shown in Table III. Three kinds of test

data are prepared: set-top box, music, and POI. The detailed

statistics for experiment 2 is as follows in Table VI.

TABLE VI
STATISTICS OF THE DATA FOR THE EXPERIMENT 2

Domain # of words Proportion(%)

Training POI 9,500 66.90

Development POI 500 3.52

Test
Set-top 1,400 9.86
Music 1,400 9.86
POI 1,400 9.86

Total 14,200 100.00

IV. EXPERIMENTAL RESULTS

A. Experiment 1

Fig. 4 and Fig. 5 show the experimental results of PER/WER

comparison between the baseline and the proposed method.

The proposed method outperforms the baseline in all context

spans from 3-gram to 9-gram, except 3-gram in WER. The

proposed method shows 6.95% and 29.19% in PER and WER,

respectively, while the baseline - 7.74% and 29.81% at best.

Thus, the proposed method presents 10.2% and 2.07% of rel-

ative improvement in PER and WER, respectively. Regarding

the context spans, 5-gram shows the lowest PER and WER.

In addition, it is observed that the higher the n-gram is, the

earlier the performance is saturated.

1 2 3 4 5 6 7

6
8

1
0

1
2

1
4

1
6

Iteration

P
E

R
(%

)

●

● ● ● ● ●

●

●
● ● ● ●

base−9gram

●

base−7gram

proposed−9gram

base−5gram

base−3gram

●

proposed−3gram

proposed−7gram

proposed−5gram

Fig. 4. Performance comparison in PER

1 2 3 4 5 6 7

3
0

3
5

4
0

4
5

Iteration

W
E

R
(%

)

●

●
●

● ● ●●

●
● ● ● ●

base−9gram

base−7gram

proposed−9gram

● base−5gram

proposed−7gram

proposed−3gram

●

base−3gram

proposed−5gram

Fig. 5. Performance comparison in WER

The second measure we use for evaluation is F-score by
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considering both precision and recall. By the result, the graph

of F-score is shown in Fig. 6. Like the preceding results of

PER/WER, the proposed method shows better performance

than the baseline in F-score as well. The best performances

in the proposed method and the baseline are 0.539 and

0.509 at 5-gram, respectively, which means 5.89% in relative

improvement.

1 2 3 4 5 6 7

0
.1

0
.2

0
.3

0
.4

0
.5

Iteration

F
−

s
c
o
re

proposed−3gram
●

●

● ● ● ● ●● proposed−5gram

proposed−7gram

proposed−9gram

base−3gram

●

●
●

● ● ● ●
● base−5gram

base−7gram

base−9gram

Fig. 6. Performance comparison in F-score

B. Experiment 2

In the experiment 2, we compare the performance in terms

of domains of the data to observe the influence of loanword

domains on the G2P performance. The model is trained

using the proposed method. We measure the performance

applying 5-gram of context span at 6th iteration, where the best

performance is shown. The experimental results are presented

in Table VII.

TABLE VII
EXPERIMENTAL RESULTS IN TERMS OF DOMAINS

Training set Test set PER(%) WER(%) F-score

POI
POI 6.66 30.20 0.530

Music 10.47 35.44 0.417
Set-top box 11.49 41.16 0.340

Table VII presents that loanword pronunciation modeling

performance degrades when training and test sets come from

different domains. Compared with the decreases in PER and

WER, reduction of F-score is relatively larger. The perfor-

mances of POI vs. music and POI vs. set-top box pairs are

relatively similar. The results imply that loanword pronuncia-

tion modeling is influenced by data domains.

V. CONCLUSION

This paper provides pronunciation modeling of loanwords

in Korean by using phonological knowledge and syllable-

based segmentation. We propose a syllable-based segmentation

method considering phonological knowledge of loanwords in

Korean. Performance of the baseline and the proposed method

are measured using PER/WER and F-score at various context

spans. Experimental results show that the proposed method

outperforms the baseline in every measure. Especially, the

best result is shown at 5-gram, which contains two previous,

one current, and two following contexts. It is noteworthy that

pronunciation modeling for loanwords in Korean is enhanced

by reflecting phonological knowledge.

This research is studied in the context of ASR for navigation

and set-top box applications. In our future research, therefore,

we need to observe how pronunciation modeling using the

proposed method influences the performance of ASR. Further-

more, in computer-assisted pronunciation training (CAPT) for

Korean learners of English, error pronunciations by learners

should be predicted for automatic pronunciation error detec-

tion and feedback [22]. Korean learners, especially in beginner

level, are likely to pronounce English words in their own

loanword pronunciations. Therefore, it is expected that there

would be positive effect on CAPT for Korean learners of

English, when results of loanword G2P results are included

into the mispronunciation sequences of the learners.
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