Aliasing-free implementation of discrete-time glottal source models and their applications to speech synthesis and F0 extractor evaluation
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Abstract—A closed-form representation of anti-aliased L-F model is derived for a LPF function family based on cosine series. The Matlab based implementation of the derived form provides virtually aliasing-free source signal, which is applicable to speech synthesis and F0 extractor evaluation. This aliasing-free representation is also suitable for testing perceptual effects of wave shape parameters in the L-F model, since possible artifacts caused by spurious component are completely removed. A post processing procedure for fine tuning spectral shape is also introduced. An interactive tool for investigating speech production model parameters is designed using this Matlab implementation and will be made freely available.

I. INTRODUCTION

The L-F model [1], [2] of voice excitation source, which models air flow at glottis and radiation effect, has been applied to various fields in speech science and applications. Even though the actual vocal fold vibration [3] has far more complex details, the L-F model provides a relevant abstraction of essential aspects. It is advantageous to use it for the excitation source signal for speech synthesis [4], [5], [6], because it allows us to make use of large amount of findings in physiological [2], [7] as well as perceptual [8], [9] correlates of model parameters.

However, for applying the L-F model to speech synthesis, there is a fundamental issue to be considered. The L-F model is defined as a piecewise exponential function and consists of discontinuities in its derivative. These discontinuities introduce significant amount of spurious components caused by aliasing when sampled for discretization. This aliasing problem was already solved for an excitation source model based on a piecewise polynomial [10] by explicitly introducing anti-aliasing function for deriving closed-form representations. Unfortunately, the L-F model is represented as a piecewise exponential function and the procedure used in the reference [10] is not directly applicable.

This article introduces a closed-form representation of the L-F model applicable to speech synthesis and objective evaluation of F0 extractors. It also introduces an alternative implementation, which is easier and more flexible for practical applications and illustrates that this alternative representation is effectively identical to the closed-form solution.

II. BACKGROUND

Voiced sounds are excited by the intermittent air flow caused by valving motion of vocal folds. When the glottis is open, the exhalation air flow goes through the opening. When the glottis is closed, the air flow is stopped. This valving action introduces discontinuities in higher order derivatives of the volume velocity of the air flow [11]. The L-F model [1] is defined to represent this phenomena and to take into account of the radiation characteristics from opening (for example, mouth opening).

The L-F model is uniquely determined by setting a specific value to each parameter, \( t_p, t_e, t_a, t_c \) and \( T_0 \) shown in Fig. 1. It is convenient to represent these parameters normalized by \( T_0 \). The values in Fig. 1 uses this normalization. These parameters have the following meanings.

\[
\begin{align*}
  t_p & \quad \text{location of the maximum volume velocity} \\
  t_e & \quad \text{location of the first contact of vocal folds} \\
  t_a & \quad \text{projection of the derivative of latter part at } t_e \text{ on the time axis.} \\
  t_c & \quad \text{location of the complete closure.}
\end{align*}
\]

Figure 1 shows a slightly different definition of parameters of the L-F model. This modification is for making the definition compatible with the reference [7]. In this definition, timing of the complete closure \( t_c \) is not necessary to match the fundamental period \( T_0 \).
Using these parameters, the L-F model is defined by the following equation.

\[ E(t) = E_0 e^{\alpha t} \sin \omega_g t \quad (t < t_c) \]  

\[ E(t) = -\frac{E_0}{\beta T_0} \left( e^{-\beta(t-t_c)} - e^{-\beta t} \right) \quad (t_c \leq t < t_c) \]  

where \( E_0 \) represents a coefficient to adjust magnitude of the signal. The values of the growing/decaying parameters \( \alpha \) and \( \beta \), as well as the vibration speed parameter \( \omega_g \) are calculated from the given set of temporal parameters.

Distribution of these parameters in different types of voice quality has been investigated by many researchers [2], [7] and methods for estimating these parameters have been studied [12], [13], [5], [14]. Also, perceptual effects of these parameters [15] have been investigated for decades.

A. Aliasing

The source signal generated by the L-F model consists of three discontinuities in its first order derivative. They are located at \( t = 0 \), \( t = t_e \) and \( t = t_c \). These discontinuities are not band-limited and consequently introduce spurious components caused by aliasing when sampled.

This aliasing effect is severe when the sampling frequency is relatively low. Figure 2 shows an example. It shows the magnified view of the power spectrum of a L-F model signal, which is sampled at 8000 Hz. It shows the power spectrum of the signal from 0 to 1.5 \( f_0 \), where \( f_0 = 8000/(17 + 12/23) \approx 456.58 \) (Hz). The components other than \( F_0 \) in the figure are caused by aliasing. The time window function used in this analysis is designed using the discrete prolate spheroidal wave function [16] to assure low side lobe levels (lower than -200 dB) and the best time-bandwidth product for finite support functions [17]. These spurious components are audible and degrade the synthesized speech sounds when they are used for speech synthesis.

B. Closed-form of band-limited source model

A piecewise polynomial model of the glottal source signal was proposed and derived three types of closed-form representations of its band-limited versions [10]. The formulation enabled continuous control of \( F_0 \) of the discretized version of the source signal without introducing severe aliasing effects. This representation was used to test several \( F_0 \) extractors and perceptual effects of aliasing were also evaluated [10]. Unfortunately, the glottal source model used in this literature is not directly comparable to the widely used L-F model. Deriving an explicit form of the band-limited version of the L-F model is the main contribution of this article. BLIT [18] also provide a systematic method to produce anti-aliased discrete signal from continuous time signals with discontinuities and can be applied to the L-F model. Our closed form representation allows more direct and flexible manipulation of parameters than BLIT-based implementation.

III. CLOSED-FORM REPRESENTATION OF ANTI-ALIASED L-F MODEL

A set of closed-form representations for constituent piecewise functions is derived for the L-F model and cosine series LPF functions [19]. The resulted representation only consists of complex exponentials and easily and efficiently implemented. Please refer to Appendix-A for details.

A. Anti-aliasing parameters

Let \( E_\theta(t; \Theta) \) represent the band-limited version of the L-F model \( E(t) \). The symbol \( \Theta \) represents the set of parameters to specify the cosine series LPF function. It is defined as follows.

\[ \Theta = \{ T_w, w_0, \ldots, w_N \} \]  

where \( T_w \) represents the half of the support length of the function \( h(t) \) and \( w_k, k = 0, \ldots, N \) represent coefficients of
the cosine series defined below.

\[ h(t) = \sum_{k=0}^{N} w_k \cos \left( \frac{\pi kt}{T_w} \right), \quad \text{for} \quad -T_w < t < T_w. \] (4)

Several useful sets of parameters are given in [20], [19]. Hann, Blackman and Nuttall windows are in the set. Figure 3 shows frequency responses of them. The frequency axis is represented using the normalized frequency in terms of the total window length \( 2T_w \). For anti-aliasing purpose, more than 90 dB suppression of side lobes and their rapid decay (-18 dB/oct) of the Nuttall window is relevant. The coefficients of this Nuttall window \( \{w_k\}_{k=0}^{3} \) are 0.355768, 0.487396, 0.144232, and 0.012604. This set is the 12-th item of the Table 1 of the reference [19]. The first zero of the spectral representation of the Nuttall window is located at the normalized frequency \( 2/T_w \). This zero should be adjusted to \( f_s/2 \) when applying this window for anti-aliasing. Note that the parameter \( T_w \) is represented in terms of the normalized time axis, which is defined in terms of the fundamental period \( T_0 = 1/f_0 \). Consequently, the value of \( T_w \) for the Nuttall window on the normalized time axis is given by the following.

\[ T_w = \frac{4f_0}{f_s}. \] (5)

B. Anti-aliased waveform and spectral shape

Figure 4 and 5 show the original signal and its anti-aliased versions for modal voice and breathy voice. In these plots, the fundamental frequency is set \( f_0 = 8000/(17 + 12/23) \approx 456.58 \) (Hz). The anti-aliasing parameter \( T_w \) was determined according to the assumed sampling frequency and \( f_0 \) using (5). The figures show results for 8000, 16000, 44100, and 48000 Hz sampling frequencies.

Waveform plots in Figs. 4 and 5 show that lower sampling frequency makes waveform smoother. Spectrum plots in Figs. 4 and 5 show that side lobe levels (in this case the aliasing levels) are suppressed more than 100 dB. This shows that by using this anti-aliasing operation, spurious components shown in Fig. 2 effectively vanish.

C. Source signal with arbitrary F0 trajectories

This section introduces a procedure to generate the anti-aliased L-F signal for a time varying F0 trajectory, \( f_0(t) \). Assume that the F0 trajectory \( f_0(t) \) is a continuous function of class \( C^0 \). Then, this trajectory is subdivided into segments separated at points where the principal value of the following phase \( \phi(t) \) has discontinuities.

\[ \phi(t) = \arg \left( \exp \left( 2\pi j \int_0^t f_0(\tau) d\tau \right) \right), \] (6)

where \( \arg(x) \) is the function to yield the principal value of the phase of the complex number \( x \).
The normalized time axis $\lambda_k(t)$ for the L-F model is given for each segment, for example $k$-th segment is represented using the subdivided phase function $\phi_k(t)$.

$$
\lambda_k(t) = \frac{\phi_k(t) + \pi}{2\pi}.
$$

Using this time axis, the anti-aliased source signal $E_{bv}(t, f_0(t); \Theta)$ for the time varying F0 trajectory $f_0(t)$ is given by the following equation.

$$
E_{bv}(t, f_0(t); \Theta) = \sum_k f_0(t) E_b(\lambda_k(t); \Theta),
$$

where $f_0(t)$ as the coefficient is used to fulfill the following condition.

$$
\int_{-\infty}^{\infty} E_b(\lambda_k; \Theta) d\lambda_k = 0.
$$

D. Matlab implementation

The proposed form is implemented using Matlab, an environment for scientific computation. In this implementation, the cumulative summation function `cumsum` is used for integration. It also should be noted that each subdivision has to be extended to both directions to take into account of the signal smearing caused by smoothing. The simplest way to extend is by redefining the subdivided normalized time axis $\lambda_{Ek}(t)$ as follows.

$$
\lambda_{Ek}(t) = \lambda_{k-1}(t) - u(t_k - t) + \lambda_{k}(t) + \lambda_{k+1}(t) + u(t - t_{k+1}),
$$

where $t_k$ represents the starting point of the $k$-th segment and $u(t)$ represents the unit step function. It is practical to use this extended normalized time in $-0.5 < \lambda_{Ek}(t) < 1.5$.

E. Numerical example

A set of test signals are generated to illustrate effects of the closed form representation of the L-F model with closed-form anti-aliasing. The F0 trajectory for the test signal is defined below.

$$
f_0(t) = \frac{8000}{17 + \frac{12}{23}} \cdot 2^{\frac{5}{24} \sin(2\pi 5.5 t)},
$$

where 5.5 defines the rate of vibrato, which depth is half semitone peak-to-peak. The center fundamental frequency is set similar to Fig. 2.

Figure 6 shows the discretized source signals, the directly discretized original L-F model and the discretized anti-aliased L-F model. The minimum peaks of the direct L-F model show variation in each cycle, while those of the anti-aliased signal do not show such behavior. The reproduced sounds of the original L-F model consists of clearly audible noise, which is caused by these variations. The reproduced sound of the anti-aliased signal sounds clean and consists of no noise.

Figure 7 shows the spectrograms of the generated signals. Nuttall window with 50 ms in length is used to analyze the signal. The display dynamic range is set 90 dB, since the
maximum side lobe level of this Nuttall window is -93.6 dB from the peak of the main lobe. The spectrogram of the anti-aliased signal does not show any trace of component other than harmonics. It illustrates that the proposed procedure effectively provides aliasing-free discretized L-F model signal. The spectrogram of the discretized original L-F model consists of full of spurious components other than harmonics. This illustrates that directly discretizing the L-F model waveform is potentially harmful for speech synthesis applications.

IV. ALTERNATIVE IMPLEMENTATION

Over-sampling and anti-aliasing filtering on the over-sampled time domain is a common practice. Figure 8 shows spectrograms using this practice. The over-sampled signal is using 48000 Hz sampling frequency, six times over-sampling. The upper spectrogram is calculated from the over-sampled L-F model output directly. The lower spectrogram is calculated from the over-sampled volume velocity signal based on L-F model. Appendix-B provides a set of equations to represent the L-F model-based volume velocity. The anti-aliased LPF is designed on 48000 Hz sampling system and applied to the over-sampled signal. Then, the anti-aliased L-F model signal is down-sampled. For the volume velocity signal, differentiation is applied to the down-sampled signal.

Comparison of Fig. 7 and Fig. 8, illustrates that levels of spurious components are substantially reduced by over-sampling, especially for the volume velocity signal. Figure 9 provides support of this observation quantitatively. It shows the temporally averaged spectrograms. It also consists of the result of the direct L-F model discretization.

The direct discretization introduces spurious level around -23 dB to the fundamental component. This spurious level is substantially reduced to about -50 dB using over-sampling and anti-aliasing filtering in the over-sampled domain. By using the volume velocity signal for over-sampling, the level is further reduced to about -70 dB. For the anti-aliased closed-form, the spurious level is around -120 dB. This is a substantial
Fig. 9. Effects of over-sampling. Temporal average of spectrograms are shown. Note that the same Nuttall-based LPF designed in 8000 Hz sampling system is applied to the direct discretization of the L-F model.

Fig. 10. Waveform and spectrogram of the generated test signal for F0 extractor evaluation. The waveform of each cycle is synchronously overlaid using the vocal fold opening as the time reference.

In this figure, the spectrogram for the anti-aliased signal is calculated using the self convolution version of the Nuttall window mentioned before. By using self convolution technique recursively, the attenuation of side lobe levels are doubled each iteration. Note that self convolution of a cosine series window is also a cosine series. It means that the spurious levels of closed-form anti-aliasing signals can be arbitrarily suppressed using this self convolution technique. However, -120 dB suppression is practically enough for many applications.

Also, note that the spurious level of the volume velocity-based over-sampling is practically aliasing-free, at least perceptually when taking masking into account. Those levels are also comparable to the side lobe level of the Blackman window.

V. EVALUATION OF F0 EXTRACTORS

This anti-aliased source wave serves as a flexible test signal for F0 extractors. Figures 12, 11 and 10 show preliminary examples of such tests. Figure 10 shows the test signal. In waveform plot, all segments are synchronously overlaid by setting the vocal fold opening as the reference point. It illustrates the amount of the temporal modulation. The spectrogram also illustrates the amount of the frequency modulation. The test signal is generated by using a F0 trajectory with frequency modulation. The average F0 is set to 220 Hz (A3 in musical note). The modulation frequency is 17 Hz and the modulation depth measured in semitones is one. A sinusoidal modulation is applied in the logarithmic frequency domain. The duration of the test signal is 1 s and the segment from 0.1 s to 0.9 s is used.

The modulation frequency 17 Hz used here may seem strange. It is selected to illustrate the difference of temporal resolution and the fidelity of F0 trajectory tracking when F0 is modulated rapidly. Such rapid F0 modulations are found in extreme voices such as Noh, a Japanese classical theatrical performance and growl-like singing style in POP songs [21], [22]. For example, modulation frequency 70 Hz is found in a POP singing performance [23]. However, 70 Hz modulation cannot be handled by conventional F0 extractors properly. Consequently, 17 Hz is selected as a practical compromise. For sustained vowels, a comprehensive test is already reported [24] and there is no need for redundant tests.

This test signal is analyzed by several representative F0 extractors. The tested F0 extractors are YIN [25], SWIPEP [26], XSX [27], [28], higher-symmetry based method [23], [22] which consists of F0 refinement post-processing based on an interference-free representation of instantaneous frequency [29], and NDF [30], which is the optional F0 extractor of so-called legacy-STRAIGHT [31]. They are used in their default setting other than frame rate. The frame rate is set to 1 ms for all extractors. The time axis of YIN is adjusted by taking the buffer length into account. Figure. 11 shows the
P.hop = 8; P.sr = fs;
R = yin(x,P);
f0Yin = 440*2.0.ˆ(R.f0);
ttYin = (0:length(f0Yin)-1)'*R.hop/fs+R.wsize/fs/2;

%--- SWIPEP ---
[p,t,s] = swipep(x,fs);

%--- ICASSP 2013 and MAVEBA 2013 ---
f0Struct = higherSymKalmanWithTIFupdate(x,fs);

%--- NDF ---
[f0raw,vuv,auxouts,prm]=MulticueF0v14(x,fs);
ttNDF = (0:length(f0raw)-1)/1000;

Matlab script used in this set of analyses.

Figure 11. Matlab script for analyzing the test signal by representative F0 extractors. The frame rate is set to 1 ms for all extractors.

Matlab script used in this set of analyses.

Figure 12. The target and the extracted F0 trajectories by typical F0 extractors and their modulation frequency power spectrum.

Matlab script used in this set of analyses.

Figure 13. A typical screen shot of the graphical user interface (GUI) of an interactive tool for investigating relations between vocal tract shape (including its length), transfer function of the corresponding one dimensional acoustic tube model (spectral shape and pole locations; frequencies and band widths), LSP frequencies and source information (F0, duration, vibrato rate and depth). (This shows OSX version)

Matlab script used in this set of analyses.

Figure 14. The target and the extracted F0 trajectories by typical F0 extractors and their modulation frequency power spectrum.

Matlab script used in this set of analyses.

Figure 15. A typical screen shot of the graphical user interface (GUI) of an interactive tool for investigating relations between vocal tract shape (including its length), transfer function of the corresponding one dimensional acoustic tube model (spectral shape and pole locations; frequencies and band widths), LSP frequencies and source information (F0, duration, vibrato rate and depth). (This shows OSX version)

Matlab script used in this set of analyses.

Figure 16. The target and the extracted F0 trajectories by typical F0 extractors and their modulation frequency power spectrum.

Matlab script used in this set of analyses.

Figure 17. A typical screen shot of the graphical user interface (GUI) of an interactive tool for investigating relations between vocal tract shape (including its length), transfer function of the corresponding one dimensional acoustic tube model (spectral shape and pole locations; frequencies and band widths), LSP frequencies and source information (F0, duration, vibrato rate and depth). (This shows OSX version)

Matlab script used in this set of analyses.

Figure 18. The target and the extracted F0 trajectories by typical F0 extractors and their modulation frequency power spectrum.

Matlab script used in this set of analyses.

Figure 19. A typical screen shot of the graphical user interface (GUI) of an interactive tool for investigating relations between vocal tract shape (including its length), transfer function of the corresponding one dimensional acoustic tube model (spectral shape and pole locations; frequencies and band widths), LSP frequencies and source information (F0, duration, vibrato rate and depth). (This shows OSX version)

Matlab script used in this set of analyses.

Figure 20. The target and the extracted F0 trajectories by typical F0 extractors and their modulation frequency power spectrum.

Matlab script used in this set of analyses.

Figure 21. A typical screen shot of the graphical user interface (GUI) of an interactive tool for investigating relations between vocal tract shape (including its length), transfer function of the corresponding one dimensional acoustic tube model (spectral shape and pole locations; frequencies and band widths), LSP frequencies and source information (F0, duration, vibrato rate and depth). (This shows OSX version)

Matlab script used in this set of analyses.

Figure 22. The target and the extracted F0 trajectories by typical F0 extractors and their modulation frequency power spectrum.
B. STRAIGHT-based modification

It is well known that scaling law of formant frequencies and fundamental frequencies are different [42]. In current STRAIGHT-based manipulation, scaling of spectral shape and fundamental frequency are controlled differently. However, the spectral shape which STRAIGHT extracts consists of the vocal tract information and the glottal source information (so-called glottal formant, for example). Separation of the glottal source information from the STRAIGHT spectrum followed by manipulation of vocal tract related information and glottal source related information based on different scaling law is expected to improve re-synthesized speech quality. This is another prospective application of the proposed source signal.

VII. DISCUSSION

There can be a possibility that the spectral equalization introduces perceptual artifacts, when taking into the nonlinear and onset sensitive nature of our auditory system [43], [44] into account. It is caused by so-called pre-echo [45]. Usual linear phase FIR filter is temporally symmetric and has preceding response before stimulation. The equalizer designed above inevitably consists of periodic oscillation around the corner frequency (for the telephone band case, 3400 Hz). It should be carefully tested two alternative implementation methods of this equalizer, linear phase FIR filter or minimum phase filter, which has no preceding response by definition [32]. These are topics for further research.

VIII. CONCLUSIONS

A closed-form representation of anti-aliased L-F model is derived for a LPF function family based on cosine series. The Matlab based implementation of the derived form provides virtually aliasing-free source signal, which is applicable to speech synthesis and F0 extractor evaluation. This aliasing-free representation is also suitable for testing perceptual effects of wave shape parameters in the L-F model, since possible artifacts caused by spurious component are completely removed. A post processing procedure for fine tuning spectral shape is also introduced. An interactive tool for investigating speech production model parameters is designed using this Matlab implementation. This tool and the Matlab implementation of the proposed anti-aliased L-F model (with spectral equalization), together with tools for speech science education [41], are available from the first author’s web page as an open source package [46].
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APPENDIX-A: DERIVATION OF CLOSED-FORM

The following derivation uses the unit step function \( u(t) \) to represent piecewise functions. The open phase signal defined by (1) and the closing phase signal defined by (2) are represented as follows. Note that coefficients \( E_0 \) and \(-E_0/\beta_0 \) are discarded here for making derivation simple. Similarly, the time origin of the closing phase is shifted to \( \tau_c \). They are recovered when combining open phase and closing phase to compose the final form \( E_{\theta_0}(t) \).

\[
E_{\theta_0}(t) = (u(t) - u(t - \tau_c)) e^{\beta_0 t} \sin \omega_0 t
\]
\[
= (u(t) - u(t - \tau_c)) e^{\beta_0 t} \frac{1}{2j} (e^{j\omega_0 t} - e^{-j\omega_0 t}),
\]
\[
E_{\theta_s}(t) = (u(t) - u(t - \tau_d)) (e^{\beta t} - e^{\beta t}),
\]
where the constant \( \tau_d \), which represents the length of the decelerating closing phase is defined by \( \tau_d = \tau_c - \tau_c \). The symbol \( \theta \) represents the imaginary unit \( \sqrt{-1} \).

Anti-aliasing using cosine series

Let start from the general form of the anti-aliasing LPF \( h(t) \), which is introduced by (4).

\[
h(t) = \sum_{k=0}^{N} w_k \cos\left(\frac{\pi k t}{T_w}\right), \quad \text{for } -T_w < t < T_w
\]
\[
= (u(t+T_w) - u(t - T_w)) \sum_{k=0}^{N} w_k \cos\left(\frac{\pi k t}{T_w}\right)
\]
\[
= \Re \left[ (u(t+T_w) - u(t - T_w)) \sum_{k=0}^{N} w_k \exp\left(\frac{j \pi k t}{T_w}\right) \right],
\]
where \( T_w \) represents the half length of the support of the windowing function \( h(t) \) and \( w_k \) represents the coefficient of the \( k \)-th harmonic cosine. It is convenient to represent \( h(t) \) as the real part of the complex valued function \( h_c(t) \), which is represented by the term located inside of the operator \( \Re \).

Using this complex valued anti-aliasing function \( h_c(t) \) the anti-aliased version \( x_a(t) \) of a real valued signal \( x(t) \) is represented by the following equation.

\[
x_a(t) = \Re \int_{-\infty}^{\infty} h_c(\tau) x(t - \tau) d\tau
\]
Closing phase signal representation

Let $E_{sb}(t)$ represent the anti-aliased version of $E_s(t)$. The derivation yields the following.

$$E_{sb}(t) = e^{\beta t} \sum_{k=0}^{N} w_k I_4(t) - e^{\beta t} \left( w_0 I_2(t) + \sum_{k=1}^{N} w_k I_3(t) \right),$$  \hspace{1cm} (16)

where constituent integrals $I_2(t)$, $I_3(t)$ and $I_4(t)$ are given below.

The general term for the anti-aliasing of the second term in (13) has the following form.

$$I(t) = \int_{-T_w}^{T_w} (u(t - \tau) - u(t - t_d - \tau)) e^{j \frac{k \pi \tau}{T_w}} d\tau.$$  \hspace{1cm} (17)

For $k = 0$, the exponential $e^{j \frac{k \pi \tau}{T_w}} = 1$ and yields the following.

$$I_2(t) = -r(t - T_w) + r(t + T_w) + r(t - t_d - T_w) - r(t - t_d + T_w),$$  \hspace{1cm} (18)

where $r(t)$ is the ramp function, which is 0 for $t \leq 0$ and $t$ for $t > 0$.

For $k > 0$, by using integration by parts, it yields.

$$I_3(t) = \int_{-T_w}^{T_w} (u(t - \tau) - u(t - t_d - \tau)) e^{j \frac{k \pi \tau}{T_w}} d\tau$$

$$= \frac{1}{j k} (u(t - \tau) - u(t - t_d - \tau)) e^{j \frac{k \pi \tau}{T_w}}$$

$$+ \frac{1}{j k} \int_{-T_w}^{T_w} (\delta(t - \tau) - \delta(t - t_d - \tau)) e^{j \frac{k \pi \tau}{T_w}} d\tau$$

$$= \frac{1}{j k} \left( (u(t - \tau) - u(t - t_d - \tau)) e^{j \frac{k \pi \tau}{T_w}} \bigg|_{-T_w}^{T_w} \right)$$

$$+ \frac{1}{j k} \left( e^{j \frac{k \pi \tau}{T_w}} \bigg|_{t-d \in \Omega_1} - e^{j \frac{k \pi \tau}{T_w}} \bigg|_{t-d \in \Omega_1} \right),$$  \hspace{1cm} (19)

where the symbol $\Omega_1$ represents the interval $[-T_w, T_w]$ and the notation $f(x) |_{a \in \Omega}$ represents that the function $f(x)$ is defined when the logical predicate $P(x)$ is true.

Since $e^{j \frac{k \pi \tau}{T_w}} = e^{jk \pi}$ for $\tau = T_w$, and always a real number 1 or -1 for $k \in Z$ (where $Z$ represents the set of integer), the first term vanishes when taking the real part of $I_3(t)$. The output signal is the real part of this complex signal. The real part of the $k$-th term $I_{3k}(t) = \Re([I_4(t)])$ is given by the following.

$$I_{3k}(t) = \frac{T_w}{k \pi} \left( \sin \left( \frac{k \pi t - t_d}{T_w} \right) \bigg|_{t-d \in \Omega_1} - \sin \left( \frac{k \pi t - t_d}{T_w} \right) \bigg|_{t-d \in \Omega_1} \right).$$  \hspace{1cm} (20)

Similar derivation is also applicable to the first term in (13). Applying integration by part and the relation $e^{j \pi k} = (-1)^k$,