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Abstract—In this paper, we propose a method for suppress-
ing a large number of interferences by using multichannel
amplitude analysis based on nonnegative matrix factorization
(NMF) and its effective semi-supervised training. For the point-
source interference reduction of an asynchronous microphone
array, we propose amplitude-based speech enhancement in the
time-channel domain, which we call transfer-function-gain NMF.
Transfer-function-gain NMF is a robust method against drift,
which disrupts an inter-channel phase analysis. We use this
method to suppress a large number of sources. We show that a
mass of interferences can be modeled by a single basis assuming
that the noise sources are sufficiently far from the microphones
and the spatial characteristics become similar to each other. Since
the blind optimization of the NMF parameters does not work well
with merely sparse observation contaminated by the constant
heavy noise, we train the diffuse noise basis in advance of the
noise suppression using a speech absent observation, which can be
obtained easily using a simple voice activity detection technique.
We confirmed the effectiveness of our proposed model and
semi-supervised transfer-function-gain NMF in an experiment
simulating a target source that was surrounded by a diffuse
noise.

I. INTRODUCTION

An asynchronous microphone array is a new framework
that can expand the applicability of microphone array signal
processing [1]–[6]. This framework treats simultaneous record-
ing with independent recording devices as a multichannel
observation approach for array signal processing. The use of
asynchronous recording devices has various advantages. First,
we can easily construct a multi-channel microphone array,
because we can use familiar portable recording devices such as
smartphones, voice recorders and laptop computers. Second,
we can record with high signal-to-noise ratios (SNRs) because
we can select the number and placement of the microphones
flexibly.

Unfortunately, an asynchronous microphone array also
poses problems in addition to these benefits. One of the
largest problems is the drift caused by sampling frequency
mismatches between the channels. The drift changes the time
differences of arrival of each source according to time, and
degrades the noise suppression performance of array signal
processing based on phase analysis [3], [4]. One straightfor-
ward approach is to synchronize the recording devices [5],
[6]. However, these methods suffer from high computational
costs or constraints as regards the recording manner. Thus
for computational efficiency and unconstrained recording, we
adopt another approach to employ noise suppression in the
amplitude-spectrum domain discarding the phase to achieve
robustness as regards synchronization error. Togami et al.

proposed a method that uses nonnegative matrix factorization
(NMF) [7] to estimate the transfer function gain (hereafter
referred to as transfer-function-gain NMF) [8]. Since NMF has
high potential for blind processing and also has considerable
freedom in terms of modifying the model and training manner,
we have proposed supervised [9] transfer-function-gain NMF
to improve the interference suppression performance.

While the methods introduced above are for the suppression
of point sources, in this paper we employ this method to
suppress a large number of sources. We show that a mass of
interferences can be modeled by a single basis assuming that
the noise sources are sufficiently far from the microphones and
the spatial characteristics become similar to each other. Since
the blind optimization of the NMF parameters does not work
well with only a sparse observation contaminated by a constant
heavy noise, we train the diffuse noise basis in advance of the
noise suppression using the speech absent observation, which
can be obtained easily using a simple voice activity detection
technique. We confirmed the effectiveness of our proposed
model and semi-supervised transfer-function-gain NMF in an
experiment simulating a target source surrounded by a diffuse
noise.

II. OBSERVED SIGNAL MODEL OF DIFFUSE NOISE

A. Problem statement
Before discussing our proposed asynchronous observed

signal model, let us begin with the signal modeling of syn-
chronized observation assuming that one target source and
K (K ≫M) noise sources are recorded by M microphones.
We indicate the components of the target and noise signals
with the superscript symbols S(Signal) and N(Noise), re-
spectively. Assuming that a simultaneous mixing model holds
true in the time-frequency domain, the observed signal can be
expressed by the sum of the target and noise signals:

X(ω) = XS(ω) +XN(ω), (1)

where, X(ω), XS(ω) and XN(ω) constitute a matrix with a
size M ×N and have the complex-values Xmn(ω), XS

mn(ω)
and XN

mn(ω), respectively, in the (m,n) element. ω and N
represent the frequency index and the number of time frames,
respectively. Here, XS(ω) is expressed by

XS(ω) = AS(ω)SS(ω), (2)

where, AS(ω) is a column vector with a size M × 1 and
the element of the vector AS

m(ω) shows the transfer function
from the target source to the mth microphone. SS(ω) is a row
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vector with a size 1×N and the element of the vector SS
n(ω)

shows the time-frequency component of the target source in
the nth time frame.

In addition, the noise signal XN(ω) can be expressed by
the sum of the K noise sources as below.

XN(ω) =
K∑

k=1

ANk(ω)SNk(ω) (3)

where, ANk(ω) is a column vector with a size M × 1 and
the element of the vector ANk

m (ω) shows the transfer function
from the kth noise source to the mth microphone. SNk(ω) is
a row vector with a size 1×N and the element of the vector
SNk
n (ω) shows the time-frequency component of the kth noise

source in the nth time frame.
The above model is valid for the case with the synchronous

microphone array but invalid for that with the asynchronous
microphone array. This is because, Xmn(ω) is affected by the
sampling frequency mismatch among the recording devices as
follows [10].

Ymn(ω) ≈ Xmn(ω)exp(−ȷωϵmn), (4)

where, ȷ and ϵm represent an imaginary number (ȷ =
√
−1)

and the value of the drift from the 1st microphone ϵ1 = 0,
respectively. For this reason, the asynchronous microphone
array causes phase drift and the process becomes complicated.
Therefore, we show a model that works without the phase
information, and which can even be applied to asynchronous
recording.

B. Mixing model in amplitude domain
Assuming the additivity of the amplitude in the frequency

domain, the mixing model can be expressed by the product
sum of the amplitude spectrum omitting the phase;

|X(ω)| ≈ |XS(ω)|+ |XN(ω)|. (5)

Moreover, the target source |XS(ω)| and the noise source
|XN(ω)| in the amplitude domain are expressed by

|XS(ω)| = |AS(ω)||SS(ω)|, (6)

|XN(ω)| ≈
K∑

k=1

|ANk(ω)||SNk(ω)|, (7)

where, |AS(ω)| and |ANk(ω)| show the transfer function
gain of the target and noise source, respectively. |SS(ω)|
and |SNk(ω)| show the absolute values of the amplitude
of the target and noise source, respectively. This model is
the conventional observed signal model [9] for the transfer-
function-gain NMF and is only valid if the numbers of target
and noise sources are already known. However, if the noise
sources become diffuse noise that contains an indefinite num-
ber of noises, we cannot suppress the diffuse noise using the
NMF described below with the conventional observed signal
model. Therefore, we propose the observed signal model for
suppressing the diffuse noise.

If the K noise sources act like the diffuse noise sources that
arrive from far off and are scattered, the average energies of
the noise sources in the amplitude domain are similar [11].
Therefore, we assume that the transfer function gain vectors
of noise sources can be expressed as one common transfer
function gain vector. And then we assume that the observed
signal, the transfer function gain and the absolute value of the
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Fig. 1. Channel time-frequency domain representation of observed signals for
each frequency bin

amplitude are expressed as follows.

|X̂N(ω)| ≈ |ÂN||ŜN|, (8)
|ÂN(ω)| ≈ |AN1(ω)| ≈ . . . ≈ |ANK (ω)|, (9)

|ŜN(ω)| ≈
K∑

k=1

|SNk(ω)|, (10)

where, |ÂN(ω)| is a column vector with a size M × 1 and
the element of the vector |ÂN

m(ω)| shows the transfer function
gain from the diffuse noise to the mth microphone. |ŜN(ω)|
is a row vector with a size 1 × N and the element of the
vector |ŜN

n (ω)| shows the absolute value of the amplitude
of the diffuse noise in the nth time frame. Accordingly, the
observed signal model in the amplitude domain in a diffuse
noise environment can be expressed by

|X(ω)| ≈ |A(ω)||S(ω)|, (11)
|A(ω)| ≈

[
|AS(ω)| |ÂN(ω)|

]
, (12)

|S(ω)| ≈
[
|SS(ω)|
|ŜN(ω)|

]
. (13)

The purpose of this study is to suppress the diffuse noise signal
and enhance the target signal. In particular, we assume that
the absolute value of AS

1 (ω) is at its highest in AS
j (ω), j =

1, . . . ,M because the 1st microphone can be placed closest
to the target source utilizing the flexibility of asynchronous
recording. Thus the diffuse noise suppression signal is given by
suppressing the diffuse noise from the highest SNR signal with
the first microphone. In the following, all the modeling and
processing can be carried out at each frequency bin. Therefore,
we omit ω for simplicity.

III. DIFFUSE NOISE SUPPRESSION WITH NMF

A. Diffuse noise suppression with transfer-function-gain NMF
In this section, we describe diffuse noise suppression with

the proposed observed signal model in the amplitude domain,
which uses NMF to estimate the parameters of the model. The
parameterization of the NMF is shown in Fig. 1: Typically, the
decomposition of NMF in audio and acoustic signal processing
[12]–[14] such as decomposition into spectral patterns and
activations, is not used. NMF approximates a nonnegative
matrix as two low rank nonnegative matrices as follows.

|X| ≈ X̃ = ÃS̃, (14)

where, the tilde represents the decorated matrices or elements
that are the values estimated by NMF in the amplitude domain.
Here the distance measure between |X| and ÃS̃ can be
customized for the task by choosing from a variety of functions
that NMF can minimize. A low-rank approximation with a
minimum distance means that the solution of S̃ will be sparse
due to the non-negative constraint. As a result, the estimation
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of the source amplitude is accompanied by the identification
of the transfer function gain and the source activation. In other
words, Ã and S̃ estimate |A| and |S|.

We cannot decide the size of the initial matrices of NMF
using the conventional observed signal model because the
number of sources is unknown in a diffuse noise environment.
Even if we can set the initial matrices, we cannot expect to es-
timate NMF because the sources outnumber the microphones.
By contrast, using the proposed observed signal model, we can
decide the size of the initial matrices for NMF because the only
sources are the target and diffuse noise. Moreover, if we use
more than two microphones, we can avoid underdetermination
and estimate the parameters with NMF.

The procedure for suppressing diffuse noise by transfer-
function-gain NMF using the proposed observed signal model
is as follows. First, we estimate the parameters Ã and S̃
with NMF. After that, a diffuse noise suppression signal Y
is obtained with the observed signal X1n of the m = 1
microphone and a Wiener mask as

Y = X1n

(
ÃS

1 S̃
S
n

)2

(
ÃS

1 S̃
S
n

)2

+
(
ÃN

1 S̃N
n

)2 . (15)

This Wiener filtering reduces the error in S̃ caused by the
model mismatch of the linear modeling in the amplitude
spectrum domain. We set the initial value of ÃS as

ÃS
m =

{
1− (M − 1)α (m = 1)
α (m ̸= 1) (16)

because the assumed absolute value of AS
1 is the highest in

AS
j , j = 1, . . . ,M . Here, α is an arbitrary positive number

that satisfies 0 < α < 1/(M − 1). Also, we set the initial
value of S̃N as

ÃN
m =

1

M
(m = 1, . . . ,M), (17)

due to the diffusibility.
If the numbers of microphones and sources are similar, the

estimation accuracy of NMF is degraded and higher perfor-
mance cannot be expected. Thus, some methods for appending
restrictions to the NMF have been proposed. Therefore, we
propose a method for applying the observed signal model
for the diffuse noise to the conventional method. Moreover,
we propose the semi-supervised transfer function gain NMF
training of only the diffuse noise transfer-function gain.

B. Supervised transfer-function-gain NMF
Supervised transfer-function-gain NMF is a noise suppres-

sion method that can estimate activation closer to the optimum
solution by using the trained transfer function gain. We employ
I-divergence as the distance regulation and each parameter is
estimated with the following multiplicative update rules.

Ãi
m ← Ãi

m

∑
n

|Xmn|S̃i
n

ÃS
mS̃S

n+ÃN
mS̃N

n∑
n S̃

i
n

, (i = S,N) (18)

S̃i
n ← S̃i

n

∑
m

|Xmn|Ãi
m

ÃS
mS̃S

n+ÃN
mS̃N

n∑
m Ãi

m

. (i = S,N) (19)

The procedure for suppressing diffuse noise by supervised
transfer-function-gain NMF is as follows. The first step in-

volves learning the basis vectors of the transfer function gain.
The transfer function gain vectors ÃS and ÃN are obtained
by pre-estimations with NMF. The pre-estimations require
two observations containing only the single source duration
of the target and the diffuse noise source, respectively. The
second step is to estimate the activation vectors S̃S and S̃N

of the observed signal. The activation vectors S̃S and S̃N are
obtained by updating (19). Meanwhile, the transfer function
gain vectors ÃS and ÃN are fixed to the trained transfer
function gain vectors. Finally, we suppress the diffuse noise
with (15) derived from the trained transfer function gain and
estimated activation.

C. Semi-supervised transfer-function-gain NMF
In this section, we propose using the semi-supervised

transfer-function-gain NMF, which trains only the transfer
function gain vector of diffuse noise. Supervised transfer-
function-gain NMF requires the single source duration of
all sources. However, with a constantly noisy space such as
outside, it is difficult to obtain the single source durations
of the target source. Therefore, we propose semi-supervised
transfer-function-gain NMF where we apply semi-supervised
NMF in the time-frequency domain [16] to the transfer-
function-gain NMF. In particular, the transfer function gain
vector of the diffuse noise ÃN is only trained by the diffuse
noise duration. After that, ÃN is fixed when (18) and (19) are
updated.

D. Penalized transfer-function-gain NMF
Penalized transfer-function-gain NMF is a noise suppression

method that introduces a sparse constraint into the source
activation. The objective function is as follows.

J (|X|, ÃS̃)=DI(|X||ÃS̃) + λg(S̃), (20)

where g(S̃) is a function for measuring the spatial sparseness
of S̃ and we employ L0.5 norm. λ shows the non-negative
weight and it is calibrated in conformance with to the ob-
served signal. The penalized multiplicative update rule with
I-divergence is given by

Ãi
m ← Ãi

m

Σn|Xmn|S̃i
n

Ãi
mS̃i

n

ΣnS̃i
n

, (i = S,N) (21)

S̃i
n ← S̃i

n

Σm
|Xmn|Ãi

k

Ãi
mS̃i

n

ΣmÃi
m+λ∇g(S̃i

n)
, (i = S,N) (22)

where the ∇g(S̃i
n) shows the gradient of g(S̃i

n). Penalized
transfer-function-gain NMF suppresses the diffuse noise from
the observed signal using parameters estimated with the above
update rules.

IV. EXPERIMENTAL EVALUATION

A. Experimental condition
In this experiment, to confirm the effectiveness of the

proposed model for the diffuse noise, we investigated the per-
formance of methods where the proposed model was applied
to conventional transfer-function-gain NMF. Moreover, we
investigated the effectiveness of the semi-supervised transfer-
function-gain NMF. Table 1 shows the experimental condi-
tions. Each signal from each source to each microphone was
given as a convolutive mixture of clean speech and impulse
responses by using the image method [17]. To obtain the
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TABLE I
EXPERIMENTAL CONDITIONS

Sampling frequency
for synchronous recording 16,000 Hz

Frame length 4096 samples
Frame shift 2048 samples

Signal length for evaluation 10 sec
Signal length for supervised

and semi-supervised NMF training 10 sec

Divergence I-divergence
α (initialization parameter) 0.25
Number of NMF iterations 200

Reverberation time 0.3 sec
Signal to diffuse noise ratio 0, 5 dB

TABLE II
SAMPLING FREQUENCIES ON EACH PATTERN

Patt. 1 Patt. 2 Patt. 3 　

16,000 Hz Mic 1 Mic 1, 4 Mic 1, 4, 7　
16,001 Hz Mic 2 Mic 2, 5 Mic 2, 5, 8　
16,002 Hz Mic 3 Mic 3, 6 Mic 3, 6, 9　

impulse response, we assumed all the microphones to be om-
nidirectional. Moreover, the experiment was conducted with 3,
6 and 9 microphones. The observed signals, recorded with the
asynchronous microphone array, were given by the resampling
of the synchronous data according to Table II. Figure 2 shows
the arrangement of the microphones and sources. Here, we
regard the noise sources as diffuse noise by keeping the noise
sources at a distance from the microphones. The signal-to-
distortion ratio (SDR) is used as the evaluation score [18].
The SDR evaluates the distortion of a noise suppressed signal.
Higher SDR values indicate better noise suppression. We
calculated the evaluation scores of the unprocessed observa-
tion (Unprocessed) and of three methods that employed our
proposed observed signal model, 1) the supervised transfer-
function-gain NMF (SNMF), 2) the semi-supervised transfer-
function-gain NMF (SSNMF) and 3) the penalized transfer-
function-gain NMF (PNMF). Here, the supervised transfer-
function-gain NMF trained the transfer function gain vectors
of the target and diffuse noise source assuming that we
could obtain single-source sections containing only one source.
In particular, the scores of supervised transfer-function-gain
NMF showed the marginal performance of transfer-function-
gain NMF. In addition, penalized transfer-function-gain NMF
provided the optimum value for all values of parameter λ
under each condition.

B. Results of evaluation experiment
Figure 3 shows the experimental results. (a) and (b) show

the diffuse noise suppression performance (SNR = 0 dB)
recorded with synchronous and asynchronous microphone
arrays, respectively. (c) and (d) show the diffuse noise sup-
pression performance (SNR = 5 dB) recorded by synchronous
and asynchronous microphone arrays, respectively. In all the
noise suppression methods employing our proposed observed
signal model, the SDRs were higher than the unprocessed
values. This result shows that these methods can suppress
diffuse noise. The performance of semi-supervised transfer-
function-gain NMF is better than that of penalized transfer-
function-gain NMF under all conditions. When SNR = 0
dB, the performance of semi-supervised transfer-function-gain
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Fig. 2. Arrangement of speakers and microphones
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Fig. 3. SDRs with (a) synchronous recording SNR = 0 dB, (b) asynchronous
recording SNR = 0 dB, (c) synchronous recording SNR = 5 dB and (d)
asynchronous recording SNR = 5 dB

NMF was as good as that of supervised transfer-function-gain
NMF. Moreover, a comparison of (a) with (b) and (c) with
(d) shows there is little difference between the performance
obtained with the synchronous and asynchronous arrays. Thus,
these methods were robust against the drift caused by sampling
frequency mismatches.

V. CONCLUSION

In this research, we proposed an observed signal model
for suppressing diffuse noise. Moreover, we proposed semi-
supervised transfer-function-gain NMF, which can suppress
the diffuse noise in a constantly noisy environment. As a result,
all the methods that employed the proposed observed model
could suppress diffuse noise. Furthermore, semi-supervised
transfer-function-gain NMF outperformed performance than
the penalized transfer-function-gain NMF.
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