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ABSTRACT 

 

To consider both hiding payload and stego-image quality, a 

reversible data hiding scheme is proposed in this work. The 

prediction error o f each block of size 2 2 pixels is firstly 

computed and sorted to obtain the ordered sequence of 

image blocks according to the prediction errors absolute 

value. And then the first ⌈   ⌉ blocks with the least absolute 

value of erro rs are selected and used to hide the secret data 

with the length of k  bits. Two bits secret data are hidden in 

one block by twice prediction error expansion (PEE) with 

different reference pixel. These two strategies not improve 

the maximum hid ing payload, but also improve the quality 

of stego-image carry ing the same bits of secret data. 

Experimental results demonstrate the proposed algorithm 

possesses superior properties in terms of hid ing capacity and 

image quality. 

 
Index Terms—Reversible data hid ing, error sorting, 

prediction error expansion, high capacity 

 

1. INTRODUCTION 

 

Reversible data hid ing refers to extract the hidden data 

correctly, at the same t ime, the condition to  recover the host 

image. It  as an important branch of data hiding, attracted 

much attention in recent years, is widely  used in medical, 

military and law, etc, and it has important theoretical 

significance and practical value. Reversible data hiding 

algorithm is main ly d ivided into three categories: lossless 

compression
 [1-2]

, histogram shift ing
 [3-8]

 and difference 

expansion 
[9-17]

. 

Lossless compression does not take into account the 

image itself, which leads to the low coding rate and is 

difficult  to meet the requirements of image proces sing. So, 

in later years, many approaches have been proposed, Tian ‟s 

difference expansion (DE)
[9] 

as a kind of classical reversible 

data hiding scheme is known, the large auxiliary  data need 

to be hide to increase image distortion. Thodi 
[4] 

proposed 

histogram shifting method to solve the problems of Tian‟s 

DE algorithm and improved the algorithm performance. 

PEE
[13-17]

 is used to improve DE scheme. Many 

mathematical models are used in the PEE system, such as 

partial differential 
[13]

, interpolation 
[14]

, least square method 
[17]

 etc, to predict the center pixel in order to decrease the 

error, but the reversibility of algorithm is guaranteed with 

the help of the auxiliary data. The auxiliary data can greatly 

reduce the effective capacity of the algorithm. Therefore, 

how to reduce the auxiliary informat ion and the best is to 

have no auxiliary  in formation become more important.  

Coltuc‟s [16] algorithm employed the reversibility of 

mathematical formula to achieve reversibility of algorithm 

without the auxiliary in formation, and also after hiding a 

certain amount of secret data, it  can still maintain a good 

quality of image. However, due to the limitations of the 

algorithm itself, the hiding capacity of the algorithm is only 

a quarter of the image size.  

In this paper, we propose a reversible scheme by using 

prediction error sorting and double expansion, achieving the 

reversibility of  image as same as hid ing large number of 

secret data and also maintain the image quality. We will 

briefly review predict ion error expansion scheme in Section 

2. Sect ion 3 will present the proposed scheme. The 

experimental results will be discussed in Section 4. Finally, 

conclusions will be given in Section 5. 

 

2.   PREDICTION ERROR EXPANSION 

 AND ANALYSIS   

 

The prediction error expansion is efficient for hid ing 

data at the same time not too much influencing the image 

quality. Next, we can introduce the basic princip le o f the 

prediction error
 [16]

 expansion below. We take an image 

block such as Fig.1 as an example.  

 

      

      

Fig.1 an image block with four pixels  

 

Pixel    is estimated as 

 

                                                                       (1) 
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Let b be the data bit to be hidden, and let p be the 

prediction erro r. Let     be reference pixel, i.e .         . 
Let         The classical pred iction error expansion 

reversible watermarking additively  embeds     into the 

current pixel. Let  d be a fraction of    , and let  us transform 

   and its entire context as follows: 

  

                        

                                             (2) 

 

The square error is           
         

  
       

         
 .When           gets 

minimum error value   
     According to the minimum 

error value, we can easily knowledge that   
  is the 

smaller,    is the smaller. Therefore, when we h ide secret 

data, it prefers to choose smaller absolute value of   to 

expand in order to achieve better image quality. 

The classical prediction error expansion reversible 

watermarking additively embeds     into the current pixel, 

however, we transform    and its entire context. In order to 

split    as evenly as possible in four parts, we take 

 

   ⌊    ⌋                  ⌊        ⌋ 
   ⌊        ⌋         ⌊        ⌋         (2) 

 

the stego-image can be computed as shown below 

 

                                                      

                                                   (3) 

 

As a result, [
    

    
]  is a b lock of the stego-image. By  

changing the value of each pixel, we can obtain the stego-

image. 

The algorithm transforms is reversible. However, from 

the hiding model, although once expansion can ensure better 

image quality, the maximum hid ing capacity is inadequate. 

We can see that each block can hide one bit data. If we want 

to hide more secret data, the better way for us is to employ 

expansion technique again. We can observe that four pixels 

of a block, there are two  pixels to plus the difference and the 

other to subtract. We employ expansion technique again in 

same block, the image quality is better than in  different 

block.  Based on the capacity and quality into consideration, 

we propose reversible data hiding scheme of pred iction error 

sorting and double expansion. 

 

3. PROPOSED REVERS IBLE DATA  

HIDING SCHEME  

  

In this section, we proposed reversible data hiding scheme 

with pred iction error sorting and double expansion. Firstly, 

the prediction errors of all blocks - are computed and sorted 

according to the prediction errors absolute value. Secondly, 

in  o rder to  increase the h id ing capacity , the expans ion 

technique is employed with  two t imes. The goal o f the 

proposed scheme is to  prov ide a h igher h id ing capacity  

while keeping the good quality of the stego-image. 

 

3.1. Data hiding procedure 

 

The detailed depiction of the hiding procedure is as follows: 

Step 1: Div ide   (   ) into non-overlapping 2 2 

blocks  {          }, and N  is the total number o f p ixel 

blocks, N= (m   /4. 

Step 2: Let the secret data S include k  bits {          
}, 

where       , and    (i=1,2,…,k) denotes the i
th

 bit of  

secret data. Since one block carries two bit secret key in the 

proposed scheme, the number of image blocks which are 

used to embedded the secret data equals to ⌈   ⌉. Note that 

the last block is embedded one bit if k  is odd. 

Step 3: For all blocks   {          } in the original image, 

the prediction errors are firstly computed according to (1), in 

which the fourth pixel is considered as  the reference pixel.  

And then all blocks are sorted according to the 

corresponding absolute value of prediction errors. Lastly, 

the ⌈   ⌉  blocks with the least errors absolute values are 

selected to be hidden the secret data. 

Step 4: For each selected blocks, two bits secret data is 

embedded. Firstly, the first bit is hidden by adopting the 

PEE method and obtain the temporary stego-block. And 

then the stego-block is generated by reusing the PEE 

method to embed the second bit in the temporary stego-

block. The difference using the PEE method twice is that the 

reference pixel is not same. Specifically, the reference pixel 

of the first PEE is the fourth pixel in b lock, and that of the 

second PEE is the second pixel in block.  

 

3.2. Data extraction and recovery procedure 

 

The data extraction and recovery procedure is relatively 

simple. 

Step 1: The same as the Step 1 in data hiding procedure, 

the stego-image is divided into N non-overlapping sized 

blocks noted as {  
    

      
 }.          . 

Step 2: By employing the inverse transformation of 

prediction erro r expansion technique and recover the 

image    , and record extracted data    .    {  
 |  

       } ,   
  {   } ,   

  is equal to 1 o r 0. Employ 

inverse transformation again to recover image   based on    . 

Extracted data    {  
 |         } ,   

  {   }, 
Step 3: According the recover image  , calculate error 

values. 

Step 4: Error values and k are known, the original secret 

data   = {   
    

  |         }             but i 

depends on errors values and k .    {           }  

Next, we give an example to exp lain  our algorithm 

process shown in Fig.2. Get an  image I with size of  4×4 

pixels as shown in the upper part of Fig.2. Here, we do not 

discuss the case of hiding maximum capacity, because the 

PEE is d irectly  adopted twice for all blocks in  this case. We 
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focus on the situation the hiding capacity is less than 

maximum capacity. According to first part of Fig.2, the four 

2×2 blocks in the original image is computed to generate 

four erro rs, respectively -1, -2, 0 and 0. And we need to hide 

6 b its data, only three blocks with blue areas can be needed. 

According to our rules, the blocks with error of 0, 0 and -1 

can be selected to hide secret data. If the error of many 

blocks is equal, and the hidden data is less than the number 

of blocks, we will follow the scanned order of the image to 

hide sequentially. After two expansions, we find the values 

 
Fig. 2 The diagram of data hiding 

 

of some pixels are changed, such as 163 to 164. We can 

look at the p ixel which  is how to change from the lower half 

of Fig.2. The lower right corner b lock is selected to hide 2 

bits data 1 and 0. In  first expansion, the prediction error is 0, 

reference pixel is 159, and   is 1. The conclusion is the 

upper right corner pixel minus 1. The same calculation 

process is in second expansion, but there is little d ifference, 

we select different reference pixel such as the right corner 

pixel 152 in second expansion. Using the method, the image 

quality is a little better than using the same reference pixel, 

such as 0.28dB (Lena).  

Next, the extracted secret data and recovering process 

are very simple. According the first part, after the first 

reverse transformation, the extracted data is 1, 0, 1 and 0 in 

scanning order. And after second reverse transformation, the 

data is 0, 0, 0 and 1. The original image is recovered, and 

the error can be calculated -1, -2, 0 and 0. Because we hide 

6 b its data, the blocks which  have smaller errors 

preferentially are selected. Therefore, -1, 0 and 0 can be 

selected, the blocks of hidden secret data are known. 

According to the selection rules of secret data, the extracted 

data can be reconstructed into complete secret data. Up to 

this point, the entire process of hiding, extract ing and 

recovering is over. 

 

4. EXPERIMENTAL RESULTS 

 

The proposed algorithm possesses many advantages what 

other algorithms don‟t have. Next, we will prove these 

unique merits of proposed algorithm by giving concrete 

experimental data. Here, we first present the evaluation 

index of algorithm performance. The PSNR vs. payload is 

used for comparison. PSNR is calculated by 

 

                                        (
    

   
)                      (4) 

 

where MSE (mean square error) is calculated by 

 

 

     
∑ ∑ (              )

    
   

   
   

       
                   (5)                             

 

To validate the effectiveness of proposed algorithm, we 

choose six natural images such as “Goldhill”, “barnara” , 

“Baboon”, “Peppers”, “Lena” and “F-16” as shown in Fig. 3. 

 

   
 

   
Fig.3 Six natural images for testing: Barnara, Baboon, 

Peppers, Goldhill, Lena, F-16 

 

 
Fig.4 PSNR vs. Hiding Capacity for six images  
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Next, we will analyze the specific performance of the 

algorithm by experimental data. From the Fig.4, we g ive six 

natural images with 512*512 sizes to show the performance 

of proposed algorithm. These images include smooth images 

such as „Lena‟ and texture image such as „Baboon‟. These 

curves are roughly the same direction. But from top to 

bottom, the rightmost of fourth curve has a relat ively steep 

drop. The reason is because the „Barbara‟ image has more 

and larger absolute value of erro r value. The overall trend is 

quite satisfactory. 

 

 
(1) 

 
(2) 

 
(3) 

Fig.5 PSNR vs. Hiding Capacity for „Lena‟,„Baboon‟and 

„Peppers‟ by proposed algorithm and Coltuc 

 

We compare our proposed method against literature 

[16] because our proposed algorithm employs prediction 

error expansion technique which is from literature [16] to 

hide the secret data. In Coltuc‟s algorithm, it don‟t consider 

the overhead, we give the two results of [16], one is casually 

to choose a place to hide  by scanning order, and the  other is 

smaller errors to hide by selecting image blocks not to 

consider overhead. The original pred iction error expansion 

technique only expands once to hide one bit secret data in 

each block. In accordance with the rules of blocking, the 

size of hid ing secret data is equal to a quarter of the image 

size. The hiding capacity is seriously limited. Therefore, the 

double expansion technique is proposed.  

Also, when we h ide secret data, the smaller predict ion 

error can be preference. We keep the same conditions with 

the literature [16]. The combination of smaller error 

preference and double expansion are greatly enhancing the 

performance of the algorithm. At the Fig.5, we can give an 

example to analyze specifically  such as „Baboon‟ image in 

Fig.5 (2) and to choose a specific capacity value 0.25bpp to 

analyze. we need keep the same condition. if want to hide 

0.25 bpp secret data, the whole image can be used. Each 

block h ides one bit data. However, proposed algorithm does 

not need to use the entire image. We can only employ an 

half of entire image to expand twice to hide 0.25 bpp. From 

the experimental result, the proposed algorithm is better 

than Coltuc‟s algorithm about 3dB in PSNR. Obviously, 

PSNR of „Lena‟ image is more higher. In fact, with easy to 

understand, the „Lena‟ image has more s mooth block and 

with smaller p rediction error, image quality can maintain 

better very naturally. Overall, the performance of this 

algorithm is better than the performance of comparative 

literature. 

 

5. CONCLUS ION 

 

In this paper, a reversible data hiding based on error sorting 

and double prediction errors expansion scheme has been 

proposed for natural images. The prediction error expansion 

is used to hide abundant secret data, and in order to maintain 

the image quality better, the prediction error need to be 

sorted to hide data from s mall to big. In case of not affecting 

other image blocks, the b locks which had been hidden data 

will be expanded again to hide more data. As a result, our   

proposed data hiding scheme has shown better payload- 

PSNR performance compared  with the existing  prediction 

error expansion scheme. 
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