
Subspace-Constrained Multilinear Discriminant
Analysis for ERP-based Brain Computer Interface

Classification
Hiroshi Higashi∗‡, Tomasz M. Rutkowski†‡, Toshihisa Tanaka‡§, and Yuichi Tanaka‡

∗ Toyohashi University of Technology, Aichi, Japan.
E-mail: higashi@tut.jp Tel: +81-532-44-6779

† University of Tsukuba, Ibaraki, Japan.
E-mail: tomek@tara.tsukuba.ac.jp Tel: +81-29-853-6261

‡ Tokyo University of Agriculture and Technology, Tokyo, Japan.
E-mail: tanakat@cc.tuat.ac.jp, ytnk@cc.tuat.ac.jp Tel: +81-42-388-7123, +81-42-388-7150

§ RIKEN Brain Science Institute, Saitama, Japan.

Abstract—Classification in brain computer interfaces (BCIs)
frequently suffers from small sample problem which leads an ill-
posed problem and overfitting/overtraining. To avoid and reduce
the problems, we propose a multilinear formed linear discrim-
inant analysis with constraints which are derived from other
datasets. The proposed method prevents the ill-posed problem
by reducing variables and improves robustness by transferring
information from other datasets. The experimental results show
that the proposed method improves classification accuracy in
event-related potential-based BCIs.

I. INTRODUCTION

Decoding brain activity from brain signals is an important
and challenging technology [1]. One of the applications of
the brain decoding is a brain computer/machine interfaces
(BCIs/BMIs). The BCI is an interface which uses brain signals
and connects a human brain and an external device. A brain
activity evoked by a certain task is assigned to the command
of the device. A user of the interface performs the assigned
tasks to generate the commands. The tasks inducing the brain
activities are not limited to muscular movements. Certain
mental tasks such as turning attention to external stimuli and
imaging of something can drive BCIs [2], [3]. Therefore,
the BCIs provide non-muscular communication and control
channel for conveying messages and commands to the external
world [3]–[5].

For acquisition of brain signals for the BCI, invasive and
noninvasive methods are used [6]. The invasive methods need
surgery installing electrodes on a cortex or a cerebral ventricle
and measure electrical activities of brain neurons. The invasive
methods can measure the brain activities with noise much
less than the noninvasive methods [1]. On the other hand, the
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noninvasive methods do not require such medical surgeries.
The noninvasive methods are considered that they impose
a less loads on participants [7]. Because of this reason,
noninvasively measured data such as EEG [8], magnetoen-
cephalogram (MEG) [9], [10], functional magnetic resonance
imaging (fMRI) [11], and near-infrared spectroscopy [12] are
widely used to the BCI research. Among them, because of
its highest temporal resolution [13], EEG is considered a
suitable measurement device for the BCIs that require a quick
response and a realtime processing [14], [15]. Moreover, the
devices for recording EEG are low cost and relatively smaller
than the other devices. Although EEG is considered to be
practical for the BCI because of the above reasons, decreases
of desired components, high noise, and low spatial resolution
are the significant problems to be solved for the BCIs. By
some techniques in signal processing, pattern recognition, and
machine learning, several BCI systems with EEG (EEG-based
BCI) such as inputing of letters [16], [17] and controlling
an object in a monitor [18], [19], a wheel chair [20], and
a robot [14], [21] have been developed.

For the EEG-based BCIs, multi-channel recording systems
are widely used for capturing spatial features of brain activities
related to the assigned task. As many channels/electrodes are
used and spatial dense recoding is demanded, the size of
the signals is increasing [22]. On the other hand, because
the brain pattern depends on individuals and measurement
environments, the BCI system needs to tune for individuals
(user) and environments (calibration). However, it is difficult
to obtain enough number of the samples (trials) for calibration
of the BCI systems in some case. The recording for the
calibration is time-consuming and the user can be tired. In
the case that the size (dimension) of the data is large and the
number of the samples is small, ill-pose problems and over-
fitting/overtraining can happen [23]. To avoid such problems,
unsupervised dimensional reduction techniques such as prin-
cipal component analysis (PCA) [23], regularizations [24]–
[28], and calibrations with data from other users [22], [29]

Proceedings of APSIPA Annual Summit and Conference 2015 16-19 December 2015

978-988-14768-0-7©2015 APSIPA 934 APSIPA ASC 2015



are useful. Moreover, multilinear/multiway signal processing
techniques have been proposed [30], [31]. The multilinear
signal processing can process a tensor having more than three
modes (e.g. a vector is a one-mode tensor and a matrix
is a two-mode tensor). The structures of the recorded data
and/or converted data can be kept by the multilinear approach.
Because the structures are given as an additional information
and work as regularization, the multilinear approaches can
perform well for EEG classification [32], [33]. Additionally,
if an alternating optimization for each mode is applied [31],
[34]–[37], the number of the variables to be optimized can
be small for each mode. Therefore, it can avoid the ill-posed
problems.

This paper proposes a robust multilinear discriminant anal-
ysis (MLDA) [38] by modifying the direct general tensor
discriminant analysis (DGTDA) algorithm [34] for single trial
event-related potential (ERP)-based BCI classification. The
classification problems for the ERP-based BCIs, in which
a linear discriminant analysis (LDA) classifier is frequently
used [39], [40], is easy to be ill-posed because the dimension
of an extracted feature vector can be large. For address this
problem, we employ a multilinear form of the LDA classi-
fier [34]. Moreover, we develop constraints for the parameter
space to improve the robustness [24], [41] for the classifier.
The constraints are derived from other datasets (observed in
other experiment participants). We call the proposed method
subspace-constrained DGTDA (SC-DGTDA). The experimen-
tal results of offline classification show that SC-DGTDA
improves the classification accuracy in the ERP-based BCIs.

II. MULTILINEAR ALGEBRA AND MULTILINEAR
DISCRIMINANT ANALYSIS – REVIEW

A. Basics for Multilinear Algebra

In this paper, lower-case bold-face characters represent vec-
tors (e.g. x and y), upper-case bold-face characters represent
matrices (e.g. X and Y ), upper-case calligraphic capitals rep-
resent tensors (e.g. X and Y). A tensor is a multidimensional
array represented as X ∈ RI1×I2×···×IN which is a tensor
with N modes and the dimension In for its nth mode.

The ith element of a vector x is given by [x]i. The entry in
the ith row and jth column of a matrix X is given by [X]i,j .
The entry in the inth index in the n-modes for n = 1, . . . , N
of a tensor X is given by [X ]i1,i2,...,iN

.
The n-mode vectors of X are defined as the In-dimensional

vectors obtained from X by varying the index in while
keeping the other indices fixed. The unfolding for a tensor
X ∈ RI1×I2×···×IN along the nth mode is an operator denoted
by (·)(n) to transform the tensor to the matrix. The matrix
transformed by (X )(n) is denoted by X(n) ∈ RIn×In̄ where
In̄ =

∏N
i=1,i6=n Ii. The column vectors of X(n) are the n-

mode vectors of X . The n-mode product of a tensor X by a
matrix A ∈ RJn×In is denoted by X ×n A. The elements of

the n-mode product of X and A are defined as

[X ×n A]i1,...,in−1,jn,in+1,...,iN

=
In∑

in=1

[X ]i1,...,in−1,in,in+1,...,iN
[A]jn,in

(1)

The n-mode unfolding of the n-mode product can be obtained
by

(X ×n A)(n) = A>X(n). (2)

For convenience, we denote

X
N∏

n=1

×nAn = X ×1 A1 ×2 A2 ×3 · · · ×N AN . (3)

The Frobenius norm of a tensor X is defined as

‖X‖2
F =

I1∑
i1=1

I2∑
i2=1

· · ·
IN∑

iN=1

|[X ]i1,i2,...,iN
|2. (4)

B. Direct General Tensor Discriminant Analysis

There are some algorithms for multilinear form of
LDA [38], [42]. Most of the algorithms employ an alternating
optimization for optimizing the LDA cost function that does
not have a closed-form solution. In this paper, we modify
DGTDA which provides a closed-form solution and propose
a new method for classifying for ERP-based BCIs. We review
DGTDA in this section.

Consider a problem in which an observed sample is clas-
sified to a class ω out of Nc classes (ω ∈ {ω1, . . . , ωNc

}).
The observed sample is given as an N -mode tensor X ∈
RI1×···×IN in the problem. DGTDA [34] provides a supervised
dimensional reduction by a similar idea of LDA. DGTDA finds
projection matrices for each mode and reduces the dimension
by

Y = X
N∏

n=1

×nU>
n , (5)

where Y is the dimensionally-reduced tensor the size of which
is I ′1×· · ·×I ′N and Un ∈ RIn×I′n is the projection matrix for
the nth mode. Because DGTDA aims to reduce the dimension
for each mode, the dimension of the mode for the projected
tensor Y is less than it in the original tensor X such that
{I ′n ≤ In}N

n=1.
Let {X (m), β(m)}Nm

m=1 is Nm pairs of the observed sample
and its class label in a given learning data, where X (m) ∈
RI1×···×IN and β(m) ∈ {ω1, . . . , ωNc

}. DGTDA solves an
optimization problem [34];

max
{Un}N

n=1

∑Nc

c=1 |Ωc|‖M̃ωc
− M̃‖2

F∑Nm

m=1 ‖Y(m) − M̃βm
‖2

F

subject to U>
n Un = II′n , ∀n,

(6)

where M̃ is the mean tensor of the projected tensors defined
as

M̃ =
1

Nm

Nm∑
m=1

Y(m), (7)

Proceedings of APSIPA Annual Summit and Conference 2015 16-19 December 2015

978-988-14768-0-7©2015 APSIPA 935 APSIPA ASC 2015



M̃ωc
is the mean tensor of the projected tensors belonging to

class ωc defined as

M̃ωc
=

1
|Ωc|

∑
m∈Ωc

Y(m), (8)

Ωc is a set of the sample index belonging to class ωc given
by Ωc = {m′ | β(m′) = ωc,m

′ = 1, . . . , Nm}, the operator
| · | for a set gives the number of the elements of the set, and
ID is an identity matrix of the size D × D. The projections
{Un}N

n=1 are given by solving

max
Un

tr
(
U>

n (Bn − ζWn)Un

)
subject to U>

n Un = II′n ,
(9)

for each mode, where the between-class scatter matrix is
defined as

Bn =
Nc∑
c=1

|Ωc|(Mωc
−M)(n)(Mωc

−M)>(n), (10)

the within-class scatter matrix is defined as

Wn =
Nm∑
m=1

(X (m) −Mβ(m))(n)(X (m) −Mβ(m))>(n), (11)

ζ is the largest eigenvalue of W−1
n Bn, and the operator tr(·)

gives the sum of the diagonal elements of a square matrix. The
problem (9) is obtained as the singular value decomposition
(SVD);

Ū S̄V̄ > = Bn − ζWn, (12)

where Ū ∈ RIn×In and V̄ ∈ RIn×In are unitary matrices,
and S̄ is a diagonal matrix containing the singular values in
its diagonal entries. The projection Un is given as

Un = [ūf1 , ūf2 , . . . , ūfI′n
], (13)

where ūi is the ith column vector of Ū and the
{f1, f2, . . . , fI′n} are the index of the I ′n largest singular values
as [S̄]f1,f1 ≥ [S̄]f2,f2 ≥ · · · ≥ [S̄]fIn ,fIn

.

III. SUBSPACE-CONSTRAINED DIRECT GENERAL TENSOR
DISCRIMINANT ANALYSIS FOR ERP CLASSIFICATION

This section describes the proposed SC-DGTDA algorithm.
It is well known as regularization that adding some information
performs the preventing of overfitting and the solving of an
ill-posed problem [23]. The proposed method performs adding
some information by giving constraints of parameter spaces as
well as regularization.

A. Subspace Constrained Optimization

The proposed method constrains the parameter spaces for
the column vectors in each mode projection. This idea is
formulated as

max
{Un}N

n=1

∑Nc

c=1 |Ωc|‖M̃ωc
− M̃‖2

F∑Nm

m=1 ‖Y(m) − M̃βm
‖2

F

subject to U>
n Un = II′n , ∀n,

u(in)
n ∈ Sn, ∀in,∀n,

(14)

where, u
(in)
n is a column vector of Un defined as Un =

[u(i1)
n ,u

(i2)
n , . . . u

(in)
n ] and Sn is a subspace in the parameter

space for the column vector of U . The subspaces work to
constraint the projection vector in the subspace for each mode.
The design of {Sn}N

n=1 is discussed in Sec. III-B.
As well as DGTDA, the optimization problem for SC-

DGTDA (14) can be reduced to subproblems for each mode
as

max
Un

tr
(
U>

n (Bn − ζWn)Un

)
subject to U>

n Un = II′n ,

u(in)
n ∈ Sn, ∀in.

(15)

Let {s(1)
n , s

(2)
n , . . . , s

(Dn)
n } be an orthonormal basis of Sn

and Sn ∈ RIn×Dn be a matrix defined as Sn =
[s(1)

n , s
(2)
n , . . . , s

(Dn)
n ], where Dn should be more than I ′n

(In ≥ Dn ≥ I ′n) and s
(i)
n

>
s
(j)
n = δi,j for i, j = 1, . . . , Dn. By

using the basis, the column vectors for the projection matrix
are formulated as a linear combination;

u(in)
n = a1s

(1)
n + a2s

(2)
n + · · ·+ aDn

s(Dn)
n = Sna (16)

where {ad}Dn

d=1 are the coefficients for the linear combination
and a is the vector defined as a = [a1, . . . , aDn

]>. By this
formulation, the projections can be represented by

Un = SnAn, (17)

where the ith row vector of An ∈ RDn×I′n have the coeffi-
cients of the linear combination with the ith column vector of
Un. Then, the optimization problem (15) can be translated to
a problem of finding A by change of variables. The problem
of finding A is formulated as

max
An

tr
(
A>

n S>
n (Bn − ζWn)SnAn

)
subject to A>

n An = II′n .
(18)

The orthonormal constraints U>
n Un = II′n can be reduced to

A>
n An = I because U>

n Un = A>
n S>

n SnA = A>
n IDn

An =
A>

n An. As well as DGTDA, the solution of the optimization
problem (18) is given by SVD;

ĀS̄V̄ > = S>
n (Bn − ζWn)Sn, (19)

where Ā ∈ RDn×Dn and V̄ ∈ RDn×Dn are unitary matrices.
The coefficient matrix An is given as

An = [āf1 , āf2 , . . . , āfI′n
], (20)

where āi is the ith column vector of Ā and the
{f1, f2, . . . , fI′n} are the index of the I ′D largest singular
values as [S̄]f1,f1 ≥ [S̄]f2,f2 ≥ · · · ≥ [S̄]fDn ,fDn

.

B. Design of Subspaces for ERP Classification

As the subspaces {Sn}N
n=1 for SC-DGTDA, we propose

the subspace design method using datasets from other partic-
ipants [22], [25]. Let {X (m) ∈ RI1×···×IN }No

m=1 be feature
tensors from other dataset. For the subspace of the nth mode,
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we utilize the mean correlation of the In variables in the nth
mode. The correlation matrix along the nth mode was defined

[Cn]i,j =
No∑

m=1

∑Īn

k=1[X̃
(m)
(n) ]i,k[X̃(m)

(n) ]j,k√∑Īn

k=1

(
[X̃(m)

(n) ]i,k
)2

√∑Īn

k=1

(
[X̃(m)

(n) ]j,k
)2

, (21)

where Īn is defined as Īn =
(∏N

l=1 Il

)
/In, X̃

(m)
(n) is the

centered unfolded matrix defined as

[X̃(m)
(n) ]i,j = [X(m)

(n) ]i,j −
Īn∑

k=1

[X(m)
(n) ]i,k. (22)

We consider that the correlation matrix Cn is an adjacent
matrix on the graph which connects the In variables in the nth
mode [43]. We utilize this graph as the additional information
for the parameter space. Employing the method proposed
in [28], we obtain a basis of the parameter space that is smooth
across the graph by the following way. The graph Laplacian
is defined as

Ln = Dn −Cn, (23)

where Dn is a diagonal matrix whose diagonal elements are
given by [Dn]i,i =

∑In

k=1[Cn]i,k. The orthonormal basis of
Sn satisfies

Lns(i)
n = λis

(i)
n . (24)

The indexes of the eigenvalues and the corresponding eigen-
vectors are decided in such a way that 0 = λ1 ≤ λ2 ≤ · · · ≤
λIn

.

IV. EXPERIMENT WITH BCI DATASETS

We conducted classification experiment of ERP-based BCIs
to evaluate the classification performance of the proposed SC-
DGTDA classifier. The SC-DGTDA classifier was compared
with the LDA classifier with PCA dimensional reduction.

A. Data Description

We used some types of datasets of P300-based BCIs. Al-
though the P300-based BCIs provides multi-class commands
and need to solve multi-class classification problem, we reduce
the classification problem into two-class single-trial classifica-
tion problem (a trial is belonging to target or non-target class)
for simple discussion.

1) Tactile-force Stimulus: In the dataset, a P300-based BCI
were served with tactile-force stimulus delivered to the hand
holding a force-feedback joystick. For the detailed information
about this dataset, readers can refer to [44]. The EEG signals
were recorded with 16 electrodes (Cz, CPz, P3, P4, C3, C4,
CP5, CP6, P1, P2, POz, C1, C2, FC1, FC2, and FCz) and
512 Hz of the sampling frequency. In this paper, the dataset
is called DATASET-T.

2) Audio/Visual/Audio-visual Stimulus: In the dataset, a
P300-based BCI were served with auditory/visual/audio-visual
stimulus. For the detailed information about this dataset,
readers can refer to [45]. The EEG signals were recorded with
16 electrodes (Cz, CPz, POz, Pz, P1, P2, C3, C4, O1, O2,
T7, T8, P3, P4, F3, and F4) and 512 Hz of the sampling
frequency. In this paper, the datasets of the audio, visual,
audio-visual stimuli are called DATASET-A, DATASET-V, and
DATASET-AV, respectively. Figure 1 depicts the grandaveraged
ERP waveforms of DATASET-V. We can observe the difference
in the amplitudes of the P300 components between the target
class and the non-target class.

B. Classification Procedure

For removing trials contaminated by components related to
eye-blink or other muscles, the trials the signals in which had
over 80 µV amplitude were removed. The signal for a single
trial was drawn from 0–800 ms interval after the stimulus
presented. The Butterworth bandpass filter whose passband
was 0.1–31 Hz were applied. We furthermore downsampled
them to 64 Hz.

For the LDA classifier, we vectorized the signals that
contained in a matrix. Because the dimension of the vectors
exceeded the number of the learning samples and it led an
ill-posed problem, we applied PCA before obtaining the LDA
projection. The dimension of the feature vector reduced by
the PCA projection is a parameter for the LDA classifier.
For the SC-DGTDA classifier, we did not vectorized the
feature matrix. The subspaces for SC-DGTDA were given by
the datasets of the other participants. The dimensions of the
subspaces are parameters for the SC-DGTDA classifier.

The LDA or SC-DGTDA classifier projects the feature
vector/matrix of a trial into a one-dimensional space. This
means that the parameters controlling the projected tensor
dimension of SC-DGTDA were set to I ′1 = I ′2 = 1. And then,
the projected samples is classified by the Bayes’ rule [46]
using a Gaussian distribution;

ĉ = arg max
c∈{target,non-target}

N (y | mc, σ
2
c )p(c), (25)

where y is a projected sample, mc and σ2
c are estimated as the

sample mean and the sample variance of the projected features
in the learning samples belonging to class c, respectively, and
p(c) is estimated as p(target) = p(non-target) = 0.5.

Because the number of the trials was different for each
participant, we randomly selected 20 or 200 samples (10 or
100 samples per class) for the learning samples and remaining
samples were used to evaluate the classification accuracy. We
repeated this procedure 100 times and obtained the classifica-
tion accuracy averaged over the evaluations. The parameters
for each method were tuned with the learning samples for each
evaluation. For the tuning, a leave-one-out cross validation was
adopted. The reduced dimension in the LDA classifier was
chosen out of {1, 2, . . . , 100}. The dimension of the subspace
for the spatial domain in the SC-DGTDA classifier was chosen
out of {1, 2, . . . , 10}. The dimension of the subspace for the
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Fig. 1. The grandaveraged waveforms of DATASET-V. The purple lines are the grandaveraged waveforms belonging to the class target. The blue lines are the
grandaveraged waveforms belonging to the class non-target. The regions the colors of which are the same of the plot lines show the standard error at each
time point over the participants.

TABLE I
CLASSIFICATION ACCURACY FOR DATASET-T.

Method
NL = 20 NL = 200

Participant LDA SC-DGTDA LDA SC-DGTDA
1 52.22 53.47 54.00 55.56
2 50.62 54.16 53.03 56.47
3 55.81 56.26 58.85 63.24
4 52.05 54.06 52.59 56.76
5 53.64 54.62 60.48 58.19

Ave. 52.87 54.51 55.79 58.04

time domain in the SC-DGTDA classifier was chosen out of
{1, 2, . . . , 20}.

C. Result

The classification accuracies are shown in Tables I, II, III,
and IV. NL denotes the number of the learning samples. The
proposed SC-DGTDA can improve classification accuracy.

V. CONCLUSIONS

We develop an supervised projection algorithm with
DGTDA and the subspace constraints for the parameter spaces.
Our experimental results show that the proposed algorithm
can improve classification accuracy in ERP-based BCIs by
deriving the constraints from other participants datasets.
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