Abstract—To address sparse channel estimation problem in non-Gaussian impulsive noise environment, a recursive maximum correntropy criteria (RMCC) algorithm using sparse constraint is proposed to combat impulsive-inducing instability. Specifically, the recursive algorithm on the correntropy with a forgetting factor of error at iteration is to solve steady-state error for improving the maximum correntropy criteria (MCC) based algorithms. Considering an unknown sparse channel, the simple and efficient zero-attracting is employed in the RMCC algorithm to exploit sparsity as well as to mitigate the impulsive noise simultaneously. Numerical simulations are given to show that the proposed algorithm is robust while providing robust steady-state estimation performance.
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I. INTRODUCTION

In recent years, more and more sparse adaptive filtering algorithms have been developed to estimate sparse systems, such as multipath channel estimation, underwater acoustic (UWA) channel probing as well as echo cancellation [1-2]. Two kinds of adaptive filtering algorithms, least mean square (LMS) and recursive least squares (RLS), are very simple and hence they can be easily implemented in real systems. LMS-type sparse adaptive filtering algorithms [3-5] and its variations [6-8] have been developed to address the aforementioned problems. To the best of our knowledge, however, the development of RLS-based algorithms is very limited.

Sparsity-aware regularized least square is presented in [9], where the RLS cost function is regularized by adding a weighted \( \ell^1 \)-norm sparse constraint. RLS algorithm with convex regularization is developed, which the regularizing term is defined as a general convex function of the system estimate [10]. Furthermore, \( \ell^1 \)-norm and reweighted \( \ell^1 \)-norm based RLS are developed for sparse system identification in [11-12]. Under the impulsive noise environments, however, these methods results in poor performance due to the fact that the mean square error (MSE) criterion assumes the Gaussian distributed error. Indeed, many physical experiments have confirmed that impulsive noises are often occurred in many systems such as man-made low frequency atmospheric noise systems and underwater acoustic systems [13-15].

Recent years, sparse channel estimation methods have been investigated intensely. One of the efforts is searching for more robust cost function because it is well known that MSE based cost function is sensitive to impulsive noise for the square operation. A number of \( p \)-norm based sparse channel parameter estimation methods are proposed to alleviate the negative effect of impulsive noise [16-17]. These methods, such as sparse LMP [16] and sparse RLP [17], adopt the gradient decent and recursive form to obtain the optimal parameter. Minimum error entropy (MEE) [18] and maximum correntropy criterion (MCC) [19] are two robust cost functions which can be derived in information theoretic learning [20]. Sparsity-aware MEE and MCC algorithms [21-22] are developed to estimate the channel parameter issue under impulsive noise environment.

In this paper, we propose zero-attracting recursive MCC algorithm (ZA-RMCC) in a manner alike to the approach as outlined in [11]. Recursive MCC algorithm and its kernel version are proposed in [23-24], which perform robustly. Simulation results are given to verify the proposed algorithm.

The rest of the paper is organized as follows. In Section II, the correntropy with forgetting factor is briefly reviewed. In Section III, sparse RMCC algorithm, i.e., ZARMCC, is derived. In Section IV, simulation results are provided to verify the proposed algorithms. Finally, conclusion is given in section V.

II. REVIEW OF CORRENTROPY

Definition 1. The correntropy between any two random variables \( X \) and \( Y \) is a generalized similarity measure defined as

\[
V(X,Y) = E(\kappa_p(X-Y)) = \iint_{-\infty}^{\infty} \kappa_p(x-y) f_{XY}(x,y) dy dx, \tag{1}
\]

where \( E(\cdot) \) denotes the mathematical expectation, \( \kappa_p \) is a kernel function with kernel size \( \sigma \), \( f_{XY}(x,y) \) is the PDF of \( X \) and \( Y \). The formula can be extended to arbitrary dimensions. In practice, the given sample data of random variable is finite and the PDF is unknown, leading to the sample estimator of Correntropy by the parzen window estimation as definition 2. Here, the finite samples \( \{(x_i, y_i)\}_{i=1}^{N} \) of the variables \( X \) and \( Y \) are considered.
**Definition 2.** Give two arbitrary random variables $X$ and $Y$, the estimator of correntropy can be defined as

$$
\hat{V}(X, Y) = \frac{1}{N} \sum_{i=1}^{N} k_{\sigma}(x_i - y_i) = \frac{1}{N} \sum_{i=1}^{N} \hat{k}_{\sigma}(e_i),
$$

where $e_i = x_i - y_i$. The Correntropy as a similarity function is a measure of how similar two random variables are, within a small neighborhood determined by the kernel size $\sigma$. As a cost function, it has been used to develop adaptive filter [25-27]. Based on the above definition and the weight average, the weight or namely forgetting factor is introduced, a new estimator with forgetting factor of correntropy is defined in [23].

**Definition 3:** The new estimator with forgetting factor of correntropy, namely correntropy-FF $C_f(X, Y)$ as

$$
C_f(X, Y) = \sum_{i=1}^{n} A^{i-1} k_{\sigma}(x_i - y_i), (0 < \lambda < 1),
$$

where $\lambda$ is the forgetting factor in the correntropy-FF, which is a small positive constant value very close to zero.

**III. SPARSE RECURSIVE MAXIMUM CORRENTROPY CRITERIA ALGORITHMS**

**A. System descriptions**

Sparse system parameter model is considered as follows. The input vector $X(n) = [x_1, x_{n-1}, \cdots, x_{n-M+1}]$ is sent over the FIR system with parameter vector $W_o = [w_{o,1}, w_{o,2}, \cdots, w_{o,M}]$ with sparse form, where $M$ is the size of the channel memory. It is assumed that the channel parameters are real-valued, and most of them are zero. The received signal $d(n)$ is modeled as

$$
d(n) = W_o^T X(n) + v(n),
$$

where $v(n)$ is the additive background noise that is independent of $X(n)$.

**B. Recursive maximum correntropy criteria algorithm with $\ell_1$ norm constraints**

We define the new cost function employing the Correntropy -FF (using Gaussian kernel) and the $\ell_1$ norm as

$$
Cost(n) = \frac{1}{2\pi\sigma} \sum_{i=0}^{n} \lambda^{n-i} \exp\left(-\frac{(d(i) - W(n)^T X(i))^2}{2\sigma^2}\right) + \rho g(n)
$$

where $X(i)$ is the input data, $W(n) = [w_{1}(n), \cdots, w_{M}(n)]^T$ is estimation weights at the $n$-th time instant. The vector $g(n) = \|W(n)\|_1$ is the $\ell_1$-norm of current tab estimate as a sparsity term, $\rho$ is the regularization parameter to balance the updating MCC and sparse penalty of the $n$-th updated channel estimator $W(n)$. The definition of $\ell_1$-norm of the weight vector is

$$
\|W(n)\|_1 = \sum_{i=1}^{M} |w_{i}(n)|
$$

From above analysis, the optimal parameter $W_{opt}$ can make the cost function maximum. That is,

$$
W_{opt} = \arg \max_{W} Cost(n).
$$

Here, the gradient of $Cost(n)$ can be computed to obtain the optimal solution of cost function, and let it equal to zero.

$$
\partial Cost(n)/\partial W = 0.
$$

By combining (5) and (8), we have

$$
\frac{1}{\sqrt{2\pi\sigma^2}} \sum_{i=0}^{n} \lambda^{n-i} \exp\left(-\frac{(d(i) - W(n)^T X(i))^2}{2\sigma^2}\right) \cdot (d(i) - W(n)^T X(i)) X(i) = -\rho g(n).
$$

where $(\cdot)^T$ is transpose operator, and $g(n) = \text{sign}(W(n))$. We employ the idea of the recursive as the RLS to obtain $W_o$. From (9), we have

$$
\sum_{i=0}^{n} \lambda^{n-i} \exp\left(-\frac{(d(i) - W(n)^T X(i))^2}{2\sigma^2}\right) X(i)X^T(i)W(n) = \sum_{i=0}^{n} \lambda^{n-i} \exp\left(-\frac{(d(i) - W(n)^T X(i))^2}{2\sigma^2}\right) X(i)d(i) + \rho g(n).
$$

Both sides of the equation (9) have similar structure, we define $\Phi(n)$ and $\Psi(n)$ as formula (11) respectively.

$$
\Psi(n) = \frac{n}{\lambda} \sum_{i=0}^{n} \lambda^{n-i} \exp\left(-\frac{(d(i) - W(n)^T X(i))^2}{2\sigma^2}\right) d(i)d^T(i),
$$

$$
\Phi(n) = \frac{n}{\lambda} \sum_{i=0}^{n} \lambda^{n-i} \exp\left(-\frac{(d(i) - W(n)^T X(i))^2}{2\sigma^2}\right) X(i)d(i).
$$

One can easily see that an extra exponential factor is included in $\Phi(n)$ and $\Psi(n)$, which is introduced by the correntropy-FF. According to (11), Eq. (10) can be rewritten in matrix form as

$$
\Psi(n)W(n) = \Phi(n) + \rho g(n) \Rightarrow
$$

$$
W(n) = \Psi^{-1}(n)(\Phi(n) + \rho g(n)) = \Psi^{-1}(n)r(n),
$$

where $r(n) = \Phi(n) + \rho g(n)$. To avoid the difficulty of computing the inverse of $\Psi(n)$, we represent the $\Psi(n)$ recursively as

$$
\Psi(n) = \lambda \sum_{i=0}^{n} \lambda^{n-i} \exp\left(-\frac{(d(i) - W(n)^T u(i))^2}{2\sigma^2}\right) X(i)X^T(i) + \exp\left(-\frac{(d(n) - W(n)^T u(n))^2}{2\sigma^2}\right) X(n)X^T(n).
$$
As the learning iterations increase, the \((n-1)\)-th weight coefficient closes to \(n\)-th, i.e., \(W(n-1) \rightarrow W(n)\), \(n \rightarrow \infty\). Under this condition, we get the recursive form of \(\Psi(n)\) as
\[
\Psi(n) = \lambda \Psi(n-1) + \omega X(n) + \lambda X^T(n),
\]
where
\[
\omega = \frac{\exp(-(d(n)-W(n)^T X(n))^2)}{2\sigma^2}.
\]
Similarly, the recursive form of \(\Phi(n)\) is induced as
\[
\Phi(n) = \lambda \Phi(n-1) + \omega^2 X(n) d(n),
\]
Combining (12) and (16), yields
\[
r(n) = \Phi(n-1) + \rho g'(n)
\]
\[
= \lambda \Phi(n-1) + \lambda \rho g'(n-1)
\]
\[
= \lambda r(n-1) + \omega X(n) d(n) + \rho(1-\lambda) g'(n-1).
\]
To this end, we assume that the sign of the weight values do not change significantly in a single time step. Hence, we approximate (17) by
\[
r(n) = \lambda r(n-1) + \omega X(n) d(n) + \rho(1-\lambda) g'(n-1).\tag{18}
\]
Now, we give a matrix form of equation (14), first some new symbols can be defined as:
\[
A = \Psi(n), B^{-1} = \lambda \Psi(n-1), C = \omega a(n), D = I,
\]
where \(I\) is the unit matrix. Thus, the matrix form of equation (14) becomes
\[
A = B^{-1} + CD^{-1} C^T.
\]
Using the matrix inversion theorem and considering the equation (14), we get the inverse of \(\Psi(n)\) as
\[
\Psi^{-1}(n) = \lambda^{-1} \Psi^{-1}(n-1) - \frac{\omega^2 \lambda^{-1} \Psi^{-1}(n-1) X(n) X^T(n) \Psi^{-1}(n-1)}{\lambda + \omega^2 X^T(n) \Psi^{-1}(n-1) X(n)}.	ag{19}
\]
For simple description of equation (18), denoting \(\Omega(n)\) and \(K(n)\) as follows
\[
\Omega(n) = \Psi^{-1}(n), \quad K(n) = \frac{\Omega(n-1) X(n)}{\lambda + \omega^2 X^T(n) \Omega(n-1) X(n)}.	ag{20}
\]
From the above definition, we get the new form of (19) as
\[
\Omega(n) = \lambda^{-1} [\Omega(n-1) - \omega^2 K(n) X^T(n) \Omega(n-1)],\tag{21}
\]
where \(K(n)\) and \(\Omega(n)\) are similar to the definition in RLS, and they can be defined as the extended kalman gain vector. After some tedious computation, we get
\[
W(n) = \Psi^{-1}(n)r(n)
\]
\[
= \Omega(n)[\lambda r(n-1) + \omega^2 X(n) d(n) + \rho(1-\lambda) g'(n-1)]
\]
\[
= [\lambda^{-1} [\Omega(n-1) - \omega^2 K(n) X^T(n) \Omega(n-1)]]
\]
\[
= W(n-1) + \omega^2 K(n)[d(n) - X^T(n) W(n-1)]
\]
\[
+ \rho \lambda^{-1} [1-\lambda][-\omega^2 K(n) X^T(n)] \Omega(n-1) g'(n-1)
\]
\[
= W(n-1) + \omega^2 K(n) e(n)
\]
\[
+ \rho \lambda^{-1} [1-\lambda][-\omega^2 K(n) X^T(n)] \Omega(n-1) g'(n-1)
\]
where \(e(n) = d(n) - X^T(n) W(n-1)\). Now, the recursive MCC with \(l_1\) norm penalty algorithm is developed, and we denote it as ZARMCC. We summarized this algorithm in Tab. 1.

### Table 1. ZARMCC algorithm

<table>
<thead>
<tr>
<th>Initialization: (W(0)=0, \quad \Omega(0) = \delta^{-1/2}, \quad \rho, \lambda, \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>For ( n=1,2,\ldots ) Do</td>
</tr>
<tr>
<td>( y(n) = W^T(n-1) X(n) )</td>
</tr>
<tr>
<td>( e(n) = d(n) - y(n) )</td>
</tr>
<tr>
<td>( K(n) = \frac{\Omega(n-1) X(n)}{\lambda + \omega^2 X^T(n) \Omega(n-1) X(n)} )</td>
</tr>
<tr>
<td>( W(n)=W(n-1)+\omega^2 K(n) e(n) )</td>
</tr>
<tr>
<td>+ ( \rho \lambda^{-1} [1-\lambda][1-\omega^2 K(n) X^T(n)] \Omega(n-1) g'(n-1) )</td>
</tr>
<tr>
<td>( \Omega(n) = \lambda^{-1} [\Omega(n-1) - \omega^2 K(n) X^T(n) \Omega(n-1)] )</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

### Remark:
On the one hand, when \( \omega^2 = 1 \), the ZARMCC will be reduced to ZARLS[11]. On the other hand, when \( \rho = 0 \), it will be reduced to the RMCC algorithm[23].

### IV. Numerical simulation

In this section, we evaluate the proposed ZARMCC algorithm with respect to RLS, ZARLS, MCC, ZALMP, ZAMCC, and ZAMEE algorithms. The sparse channel estimation problems are conducted under the impulsive noise environments. Simulation curves are obtained by averaging over 100 independent Monte Carlo (MC) runs and 10000 iterations are run for each MC. The convergence is evaluated by mean square deviation (MSD) which is calculated by
\[
\text{MSD}(n) = E\left[\left\|W_n - W(n)\right\|^2\right],
\]
In the following simulation, the \( \alpha \)-stable distribution is considered to model the impulsive noise, which provides a
good model for such heavy-tailed noises [28]. The characteristic function of the $\alpha$-stable process is given by

$$f(t) = \exp\left\{ j\delta t - \gamma k^\alpha \left[ 1 + j\beta \text{sgn}(t)S(t,\alpha) \right] \right\}, \quad (24)$$

in which

$$S(t,\alpha) = \begin{cases} \tan\frac{\alpha\pi}{2} & \text{if } \alpha \neq 1 \\ \frac{2}{\pi} \log|t| & \text{if } \alpha = 1 \end{cases} \quad (25)$$

where $\alpha \in (0, 2]$ is the characteristic factor, $-\infty < \delta < +\infty$ is the location parameter, $\beta \in [-1, 1]$ is the symmetry parameter, and $\gamma > 0$ is the dispersion parameter. The characteristic factor $\alpha$ measures the tail heaviness of the distribution. The smaller $\alpha$ is, the heavier the tail is. The parameters vector of the noise model is defined as $V = (\alpha, \beta, \gamma, \delta)$.

The input signal is assumed to be a white Gaussian process with zero mean and unit variance. Assume that the channel memory size is $M = 20$, and the impulsive response of the sparse channel model is illustrated in Fig.1.

**Experiment 1: Performance evaluation of existing methods**

First, we show a comparison among all the proposed algorithms in term of MSD. All parameters values of the mentioned algorithms are listed in Tab.1, which values are set by scanning for the best results. The noise parameter vector is $V = (1.2, 0, 0.2, 0)$. One can find that sparse type algorithms achieve faster convergence rate and better steady-state performance than the standard algorithms (LMP, MEE and MCC). In addition, Fig. 2 also shows that proposed ZARMCC achieves lower MSD than other ZA version algorithms, which illustrate the advantage of the recursive MCC. It is worth notice that both RLS and ZARLS are unstable which is caused by impulsive noises. In the subsequent experiments, unstable RLS-type algorithms are omitted.
In the second example, we show the robust property of the proposed algorithm in terms of the dispersion parameter $\gamma$. Note that the parameters are set as the same as the first simulation for all mentioned algorithms above. The Steady-state MSD (ssMSD) is calculated by the mean value of the last 1000 iterations. Fig. 3 illustrates the steady-state MSD versus different $\gamma$ (0.2, 0.4, 0.6, 0.8, 1), where the parameter $\alpha$ is fixed at 1.2. This result confirms that the ZARMCC achieve a better accuracy than other algorithms.

Experiment 2: ZARMCC against different parameter $\rho$

Firstly, we investigate the MSD of the kernel size (0.5, 1, 2, 3, 4, and 5) for different $\alpha$ (1, 1.2, 1.4, 1.5, 1.6, 1.8, and 2). The sensitivity of the ZARMCC for a range of above parameter values within the algorithm are shown in Fig. 4. We observe that for different $\sigma$, a more impulsive noise (smaller $\alpha$) leads to a larger MSD. Further, the lowest MSD is obtained when $\alpha$ is 2, which means that the noise is reduced to Gaussian noise. Secondly, we evaluate the performance of the ZARMCC in view of different regularization parameters $\rho$. Performance curves of ZARMCC is depicted in Fig. 5. One can observe that MSD performance is near optimal with $\rho = 5$. According to this result, we should choose the suitable regularization parameter for the proposed ZARMCC to get the best performance.

V. CONCLUSION

In this paper, we have proposed RMCC algorithms with $\ell_1$ norm constrained, namely ZARMCC, which can be applied in sparse system identification under impulsive noise environment. The closed form of this algorithm is developed by regularizing the combination of the cost function and the $\ell_1$ norm sparse constraint. Simulation results demonstrate that the proposed method can achieve robust steady-state error when the sparse system is under impulsive noise environments.
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