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Abstract—In this work, we explore the difficulty of improving hand-crafted rules in chat-oriented dialogue systems. We first created an initial rule set in artificial intelligence markup language and revised it through an iterative cycle. Then, we tested the initial and revised rule sets by using human participants. The dialogue experiment showed that, despite the intensive revision process, the overall performance had little improvement. We investigated the errors made by the systems with each of the two rule sets, leading to the conclusion that it is the tracking of the context and the coverage of questions that are hindering the improvement of hand-crafted rules.

I. INTRODUCTION

After decades of research and development in task-oriented dialogue systems, chat-oriented dialogue systems (or chatbots) have been attracting attention in the social and entertainment spheres [1], [2]. Chat-oriented dialogue systems need to handle open-domain utterances from users, but current natural language processing (NLP) techniques are not mature enough to handle them correctly. Therefore, recent systems in chatbot contests or in the market typically depend on hand-crafted rules. Figure 1 shows some example rules in artificial intelligence markup language (AIML) [3], which is widely used in the chatbot community.

Rule-based systems have various pros and cons. In terms of pros, the system can work reasonably well if we write many rules. The rules work because they can incorporate human insight and common sense to generate human-like utterances. The most significant con is the high cost for creating the rules: tens of thousands of rules need to be created for a workable system [3]. In addition, improving the rules is difficult because the rules are created mostly by human intuition and it is not known which types of rules are necessary for making improvements.

In this paper, we discuss the difficulty of improving hand-crafted rules. We first create an initial set of rules and revise them with an intensive human effort and then compare the performance of systems based on the initial and revised rule sets in order to identify the difficult points in improving the rules. By recognizing this difficulty, it will be possible to consider more strategically the ways to improve systems.

The following section describes our two rule sets: initial and revised. Section III describes the dialogue experiment using the two rule sets. In Section IV, we describe our analysis, where we perform dialogue breakdown annotation on the collected dialogues to identify which parts of the dialogue each of the rule sets cannot handle user utterances correctly, enabling us to analyze the difficulty of revising the rules. Section V summarizes the paper and mentions future work.

II. RULE SETS

We first created an initial rule set and then revised it into a revised rule set. To ascertain the quality of the rules, for the initial rule set, we made it a requirement that over 90% of utterances must be responded correctly in a one-shot interaction. In the revised rule set, to better handle the context, the criterion with a two-shot interaction was used. Below, we show how the initial rule set was created and revised.

A. Initial rule set

The creation of our initial rule set is described in [4]. To overview it briefly here, one text analyst created 149,300 rules by encoding question-answer (QA) pairs for personas [5], utterance pairs in our chat dialogue corpus [4], and pairs of a stimulus word and an utterance into AIML rules. He also came up with topic-dependent rules; in AIML, once a topic is set by a triggering utterance using the topic tag, the rules under that topic are prioritized for pattern matching. Topics covered are movies, music, drama, animals, travel, and fortune-telling. He made some additional rules to output at least some response (such as back-channels) using wild-card patterns.

For evaluating the rules, 100 utterances from the chat dialogue corpus (a different portion from that used for creating the rules) were randomly sampled and used as input to the system loaded with the rules. Here, ProgramD, an AIML interpreter (http://aitools.org/Program_D), was used for implementing the system. Since Japanese does not have word boundaries, we
used JTAG, NTT’s morphological analyzer, to separate an utterance into word tokens. Note that the matching part of the rules (within pattern tags) is also composed of tokens, each of which corresponds to a morpheme.

An external judge subjectively evaluated the quality of the responses, and only when more than 90% of the responses were above average (over 6 points out of 10) was the rule-creation terminated. After six iterations of this evaluation process, the criterion was satisfied. Table I shows the statistics of the tags in the initial rule set. Refer to [3] for the meaning of the AIML tags. As far as we know, this is one of the largest AIML rule sets in Japanese except for our revised rule set described below.

B. Revised rule set

To revise our rule set, we followed a careful procedure. We first performed a dialogue data collection using the initial rule set. For this, we recruited 60 participants to chat with our system. Each participant chatted four times, resulting in 240 dialogues (2,094 user turns). Each user utterance in the collected data was input to the system loaded with the initial rule set and the system’s output was subjectively evaluated by two external judges. The rule update process was continued until both judges rated all system utterances as above average (over 6 points out of 10). Then, to further improve the rule set and to incorporate some contextual issues, we performed an online evaluation, where one external judge chatted for two turns with the system and evaluated the interactions subjectively. To avoid non-content-bearing interactions (e.g., greetings or backchannels), we instructed the judge to include at least one content word (noun, verb, or adjective) in all input utterances. The rule-revision process terminated only when the judge was satisfied (same criterion as above) 90% of the times within 100 interactions. We ran eight iterations of this procedure to finalize the revised rule set. The entire revision process took approximately three months.

C. Statistics of the rule sets

As we have described, the initial rule set was meticulously revised. Table I shows that the rules were significantly augmented. One qualitative difference from the initial rule set was the removal of topic tags, since the persistence to the current topic was observed in the revision. Table II shows the statistics of the utterances that can be generated by each rule set. The revised rule set has more unique sentences and words. Here, the number of sentences for the initial rule set is larger because the revised rule set has more unique sentences and words. Here, the number of sentences for the initial rule set is larger because it does not use srai tags that can gather patterns with the same output utterance as frequently as the revised rule set.

III. Experiment

Having created the two rule sets (initial and revised), we compared them by a dialogue experiment using human participants. We recruited 30 participants to use the systems loaded with the initial and revised rule sets. Each participant chatted (in text) with each system four times in a randomized order. The duration of a dialogue was restricted to four minutes.

After each dialogue, each participant filled out a questionnaire asking for the subjective evaluation of the dialogue. The questionnaire was comprised of eight items that include the naturalness of the conversation, the diversity of system utterances, and the overall user satisfaction with the dialogue. The ratings were on a 7-point Likert scale.

Table III shows the subjective evaluation results. As shown in the table, there was little improvement made by the revised rule set. We tested the difference by Welch’s t-testing and found that the ratings were not significantly different. Figures 2 and 3 show the dialogues by the system with the revised rule set with low and high user satisfaction ratings. The last column shows the matched patterns used for responding. It is surprising that the subjective evaluation did not improve at all. In the next section, we investigate the reason for this lackluster performance by comparing the errors made by the two rule sets.

IV. Analysis

A. Dialogue breakdown annotation

To identify the areas of dialogue that went wrong, we performed dialogue breakdown annotation on the system utterances collected in the experiment using three dialogue breakdown labels. This labeling scheme has been utilized in the error analysis of a conventional NLP-based chat-oriented dialogue systems [6]. Here, dialogue breakdown means a point in dialogue where users cannot proceed with the dialogue [7]. The three labels are as follows:

- **NB**: Not a breakdown: It is easy to continue the conversation after the system utterance in question.
- **PB**: Possible breakdown: It is difficult to continue the conversation smoothly after the system utterance in question.
- **B**: Breakdown: It is difficult to continue the conversation at all after the system utterance in question.

Two annotators annotated each system utterance with one of the above breakdown labels. One of the annotators (Annotator-1) also provided written comments describing the error that
caused the dialogue breakdown (i.e., for PB and B labels).

Table IV shows the distribution of the labels for the initial and revised rule set. As can be seen, the difference in the ratios is marginal between the rule sets. In fact, for Annotator-2, there were more breakdowns in the revised rule set.

The inter-annotator agreement in Fleiss’ $\kappa$ was 0.222 and 0.323 for the initial and revised rule set, respectively. When we merge PB and B and make it a two-class annotation, $\kappa$ values were 0.420 and 0.491, respectively. Since the agreement for the two-class annotation is moderate, we consider it meaningful to further investigate the utterances annotated as causing dialogue breakdowns.

B. Clustering of the comments

To investigate the errors made by each of the rule sets, we used a text mining-based approach. Specifically, we mined

The comments given to breakdowns by Annotator-1 using an automatic clustering method in order to obtain clusters of comments, each of which is likely to represent a particular error type by the rule set. Since we do not know the number of clusters in advance, we used a non-parametric Bayesian method called the Chinese restaurant process (CRP) for clustering. CRP can infer the number of clusters from data. We used the method called the Chinese restaurant process (CRP) for clustering. CRP can infer the number of clusters from data. We used word vector representation for comments. For hyper-parameters, we used 0.1 for $\alpha$, and 10,000 iterations were performed for Gibbs sampling. See [8] for the details of CRP and these parameters.

Tables V and VI show the clusters obtained for the comments given to breakdowns by Annotator-1 and Annotator-2, respectively. The clusters are shown in parentheses.
significantly dependent on the clusters by log-likelihood ratio testing. The interpretation column indicates our interpretations of the clusters on the basis of the representative words and the raw comments. We used the same interpretation labels for similar clusters across the rule sets; here, the similarity of the clusters was manually evaluated by comparing their representative words and comments.

Since we are interested in knowing what kind of error can be successfully revised and what kind of error persists, we compared the rankings of discovered errors types (interpretations). Here, we assume that the ranks of the error types are determined by cluster size.

Table VII shows how the ranking of the error types changed from the initial to the revised rule set. Note that only “Unclear intention” was not found within the top-10 error types for the initial rule set. It can be seen that the revision succeeded in reducing the errors related to “Not understandable”, “Social error”, and “Question detection error”. It is reasonable that these errors lowered their rankings because they are errors concerning one-shot interaction. On the other hand, we could not remove the repetition of the same utterance. It remained the most salient error; the two-shot evaluation criterion could not suppress the repetition. This indicates that we need to consider longer context. The same can be said for “Contextual understanding error”. The errors “Unable to answer question” and “Unable to answer about self” had higher rankings in the revised rule set. These errors mainly concern one-shot interaction but still cause dialogue breakdowns. This is presumably because of the wide variety of questions.

At the bottom line, it is the difficulty of writing rules depending on the context and of covering the possible questions that was hindering the improvement. Since it would be prohibitive to write all possible rules by hand because of the complexity, we need to use some means for tracking the context (e.g., information state [9]) and to adopt open-domain question answering technologies [10]; otherwise, the performance of the system will not improve, exactly as we have just experienced. Although some one-shot interactions can be covered by rules, they all simply cannot be covered by hand.

V. Summary and Future Work

This paper discussed the difficulty of improving handcrafted rules in chat-oriented dialogue systems. We compared two rule sets, an initial rule set and its revised version. By comparing the performance of the two rule sets, we found that the tracking of the context and the coverage of questions are the two main issues hindering the improvement of a rule-based system. Currently, there is emerging work to integrate rule-based and statistical-based systems [11], [12]. Acknowledging
the usefulness of hand-crafted rules, we would like to pursue ways to combine NLP-based techniques with hand-crafted rules to improve the overall quality of chat-oriented dialogue systems.
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