Abstract—Tracking the movement of the tongue is important for understanding how tongue shape change contributes to speech production and control. Ultrasound imaging is widely used to record real time information on the tongue surface; however, noise, artefacts, and the presence of spurious edges render automatic detection of tongue contours without manual initialization difficult. In this paper, we propose a method to extract ultrasound tongue surface contour in a totally automatic way using a three-step procedure: 1) noise reduction using a non-local mean filter; 2) use of a quadratic function to roughly fit the surface contour based on points obtained with a Robert cross operator; and 3) an automatic refinement based on gradient shift and relative distance of candidate points to the initial rough contour point. Experiments are conducted on isolated vowels and on a continuous utterance of vowel sequence. The Mean Sum of Distances criterion shows that the proposed method provides results on a par with the popular EdgeTrak algorithm on these two data sets, as compared to hand-scanned contours, but without any manual initialization.

I. INTRODUCTION

Speech production is often modeled as a source-filter [1] system, with vocal tract shape, in large part due to tongue motion, playing the role of a time-varying acoustic filter. Studies involving a variety of techniques have been carried out to study vocal tract shape, such as X-ray[2], magnetic resonance imaging (MRI) [3][4], electromagnetic articulography (EMA) [5][6], and ultrasound imaging [7][8], where each modality has its own advantages and drawbacks. Recently, many researchers have taken to combining different modalities in order to obtain a more complete analysis of vocal tract shape [9][10][11].

Tongue shape changes contribute in a primordial way to speech production and control, and understanding the mechanism of the tongue movement can also increase our knowledge of speech disorders. Our laboratory is developing an automatic system to model tongue surface shape changes during speaking by fusing ultrasound and EMA data, as illustrated in figure 1. As the first step, we wish to efficiently track the tongue surface shape movement based on real time ultrasound images.

Fig. 1 Data collection system showing ultrasound and EMA devices

A variety of algorithms have been proposed to deal with the tongue contour tracking problem. A well-known example is snakes [12], which make use of the “energy”, derived from the image gradient. Such gradients are typically noisy but constraints based on homogeneity of intensity allow contours to be successfully extracted [9], as in for example the popular EdgeTrak [13] software. EdgeTrak however, requires 5-6 points in the first tongue image to be entered by hand; it also must be reinitialized periodically when found contours begin to drift over time.

In this paper, we propose a simple but efficient method to extract tongue surface contours automatically without any manually input points. The algorithm first uses a non-local mean filter to perform image denoising; then makes use of a Robert cross operator to obtain candidate points on the tongue, to which a quadratic fit is made in order to get a first rough tongue surface shape. As a final step, contour point positions are automatically refined using gradient shift and relative distance measures. The algorithm is detailed in the following...
section. Results on experimental data are presented in section III, while a conclusion appears in section IV.

II. TONGUE TRACKING METHOD

The principal idea behind the method is the combination of an initial rough fit followed by an adjustment based on gradient shift and relative distance. Before describing this procedure, the preliminary image denoising step is first presented.

A. Image denoising

In this step stochastic noise is reduced by averaging over groups of images; subsequently, speckle reduction is performed with a non-local mean filter.

1) Averaging

We average each frame with its previous and subsequent frames as in Equation (1):

\[ g(m,i) = \frac{1}{3} \sum_{q=-1}^{1} g(m,i+q) \] (1)

where \( g(m,i) \) is the grey value of \( m \)th pixel number in \( i \)th frame and \( q \) is an integer. This operation can reduce some noise and at the same time make the boundary more clearly.

2) Speckle reduction with a non-local mean filter

As we all known, the common noise model in ultrasound imaging is speckling noise, some algorithms are proposed to reduce it [14]. Here, we use the non-local means filter, which calculates the mean of the pixels in an image after weighting them by their degree of similarity to the target pixel, which is known to help preserve detail in filtered images [15]. For an image of area \( \Omega \) described by pixel coordinates \( p \) and \( q \), the algorithm is:

\[ u(p) = \frac{1}{C(p)} \int_{\Omega} v(q) f(p,q) dq \] (2)

where \( u(p) \) is the value of the filtered image at the point \( p \), \( v(q) \) the unfiltered value at \( q \), and \( f(p,q) \) the weighting function that determines the degree of similarity of the image at points \( p \) and \( q \). The normalizing factor \( C(p) \) is given by:

\[ C(p) = \int_{\Omega} f(p,q) dq \] (3)

The function \( f(p,q) \), can take many forms. A common choice is the Gaussian weighting function given by:

\[ f(p,q) = e^{-\frac{B(p)B(q)}{h^2}} \] (4)

where the standard deviation \( h \) is the filter parameter and \( B(p,q) \) is the local mean of image points in a 4×4 window centered on \( p \).

B. Tongue contour extraction

In this part, we first make a “rough” fit of a convex curve to the points obtained from the Robert cross operator, and then modify the curve shape based on gradient shifts.

1) Rough curve fit

As a first step, we obtain candidate points for the lower edge of the tongue surface in Ultrasound images using the simple and well-known Roberts cross edge-detection operator [16].

A fit to the candidate points is performed with a quadratic function, which is sufficient since a physical tongue cannot assume arbitrarily complex shapes.

In order to help deal with outliers, adjacent frame information is used, on the assumption that a specific tongue point will not move far in the interval between two frames. Specifically, we average the contour of frame \( i-1 \) and \( i+1 \) to obtain the contour of frame \( i \).

2) Contour refinement

To improve the fit, we measure the gradient at points above and below each candidate point, after multiplying by a factor that down-weights point far from the initial curve. The point \((x, y)\) with the highest gradient is then chosen as the new candidate. The weighting factor is modeled as a Gaussian distribution in the relative distance \((y'-y, y''-y)\), as follows:

\[ G(x,y) = \left[ I(x,y+1) - I(x,y) \right] \times \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( \frac{(y'-y)^2}{2\sigma^2} \right) \] (5)

where \( I(x,y) \) is the grey value of the point in the image, and the \([I(x,y+1)-I(x,y)]\) is the original gradient of the candidate point \((x, y)\). Empirically, the values \( \mu = 0, \sigma = 9-11 \) were found to give the best results.

At last, cumulative moving average strategy is used to do the smoothing for the whole frames. The moving average filter window is set 20 in our experiments.

III. EXPERIMENTS AND RESULTS

A. Data

There are two types of experimental Data, four single vowels ‘a’, ‘e’, ‘i’, ‘o’ read by a male speaker, and a continuous sequence of all vowels ‘aoeiuv’, read by a female speaker, with each set read 5 times. The Ultrasound system used is a Terason T3000 with the 8MC3 probe [17].

B. Preprocessing

Initial frames before and after the utterance are first removed. As an example, for the vowel /a/, 52 utterance images remain from an initial 187 after this cleaning pass.

C. Measurement

In order to verify our results quantitatively, we compare the difference between the automatic tracking results and the manual contours drawn by speech scientists. The difference between two contours was calculated using a Mean Sum of Distance (MSD) [18]. The MSD between two contours \( U = \left[ u_1, u_2, \ldots, u_n \right] \) and \( V = \left[ v_1, v_2, \ldots, v_n \right] \) is defined as:

\[ MSD(U,V) = \frac{1}{2n} \left( \sum_{i=1}^{n} \min_{j} \left| u_i - v_j \right| + \sum_{j=1}^{n} \min_{i} \left| u_i - v_j \right| \right) \] (6)

D. Results

Comparison was also made with EdgeTrak, as shown in Table 1. For Edgetrak, we input the original ultrasound images of one utterance, e.g. 52 frames for utterance /a/, and
manually label six points uniformly along the tongue surface, only on the first image, even for the case of the continuous sequence of vowels. The mean and standard derivation of the distance errors between the tracking results and the manual contours drawn by the speech scientists are listed in Table 1. In the experiment, the speech scientists labeled 30 points on the contour for each frame.

Table 1

<table>
<thead>
<tr>
<th></th>
<th>MSD (mean/SD)</th>
<th>EdgeTrak</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘a’</td>
<td>4.7</td>
<td>1.9</td>
<td>2.7</td>
</tr>
<tr>
<td>‘e’</td>
<td>5.8</td>
<td>2.2</td>
<td>5.7</td>
</tr>
<tr>
<td>‘i’</td>
<td>8.6</td>
<td>4.9</td>
<td>2.7</td>
</tr>
<tr>
<td>‘o’</td>
<td>4.4</td>
<td>2.2</td>
<td>4.1</td>
</tr>
<tr>
<td>‘aeiou’</td>
<td>1.8</td>
<td>0.9</td>
<td>1.7</td>
</tr>
</tbody>
</table>

One pixel here is 0.295mm. As the numbers in bold in Table 1 indicate that, the automatic contours by our proposed method are in rather good agreement with the expert-drawn contours, and wholly competitive with EdgeTrak. Indeed it is known that EdgeTrak contours have a tendency to drift over time, requiring re-initialization. Our results, furthermore, are obtained without recourse to initialization, whereas 6 points are hand-labeled on the first frame for EdgeTrak. The following figures illustrate results. The tracking results of the two methods for Figure 2 are shown in Figure 3. Another ultrasound image sequence is in Figure 4, and its tracking results for the two methods appear in Figure 5. Notice that we did not re-initialize when the tendency drift when using EdgeTrak system.
Figure 3 shows the tracked contours of /a/ for the both methods are similar and close to the curve manually tracing. But for some Ultrasound images, the results of two methods are different. We can see from Figure 5 that the results of our method are relatively stable and close to the curve manually tracing, even from the first few frames without any initialization. The tracked contours of the Edgetrak begin to drift over ten frames and may become worse over time.

IV. CONCLUSIONS

We propose a simple but effective method to extract tongue surface contour from the ultrasound images, in which a rough curve fitting with quadratic function followed by a refinement based on gradient shifts are carried out. The robustness and the effectiveness of the proposed method have been verified by comparing the automatic tracking results both with the manual contours drawn by speech scientists and EdgeTrak. Unlike EdgeTrak system, we do not require the user to input initial starting points along the tongue surface. Experimental results show that our proposed method agrees well with the expert contours and is competitive with EdgeTrak, without any initialization.
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