On SSIM-Bit Rate Comparison of HEVC Encoders
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Abstract—The popular Structural SIMilarity (SSIM) index has shown to be a good perceptual criterion for testing and optimizing video encoders such as the MPEG-H/H.265 High Efficiency Video Coding (HEVC). However, it is still unclear how to compare two HEVC encoders with a number of bit rates and SSIM values. In this work, we study the video quality comparison of HEVC encoders based on the Bit Rate-SSIM (R-S) curves. Our contributions are three-fold. First, we exploit how to interpolate an R-S curve when only a small number of R-S samples are available. We also develop to minimize the weighted sum of squared errors during the interpolation process, where the weights are pre-defined by users to satisfy the diversified requirements. Second, we propose an approach to evaluate the perceptual coding gain in terms of the R-S improvement between two individual video encoders. Third, as an application, we utilize the proposed approach to compare the R-S performances of HEVC encoders with different configurations.

I. INTRODUCTION

During the recent years, the increasing requirements of video services have greatly promoted the development of video coding standards, among which the most recent milestone is the new MPEG-H/H.265 High Efficient Video Coding (HEVC) technique [1]. Essentially in all popular video coding standards including HEVC and H.264 [2], the lossy video coding problem is formulated as a Rate-Distortion Optimization (RDO) problem to minimize the coding distortion subject to a constraint on Bit Rate (BR). Nevertheless, the current RDO approach has been criticized for its definition of distortion. The traditional objective distortion/quality measures such as Sum of Absolute Difference (SAD), Mean Squared Error (MSE), and Peak-Signal-to-Noise-Ratio (PSNR), have been found to be poorly correlated to the perceived video quality of Human Vision System (HVS).

To address this issue, perceptual video coding techniques have been developed in which subjective distortion/quality measures are used to imitate the human perception of video quality. As a criterion of these subjective measures, Mean Opinion Score (MOS) or its variation like differential MOS (DMOS) is obtained though subjective test and has been believed to reflect the human perceived quality [3], [4], [5]. However, it is still impossible to integrate the subjective test into real-life video encoders. As an alternate, the perceptual Video Quality Assessment (VQA) technique has undergone significant development aiming at design a better visual quality metric. Generally, the VQA approaches can be categorized into two groups, namely, vision modeling approaches and engineering approaches, among which the bottom-up engineering approaches have been becoming more popular [6].

In engineering approaches, the picture contents are analyzed to extract features and artifacts for the evaluation of video distortion. The most popular engineering approaches include Video Quality Metric (VQM) [7], the Structural SIMilarity (SSIM) index family [8], [9], [10], [11], and the MOtion-based Video Integrity Evaluation (MOVIE) index [12]. Among them, SSIM has been widely employed as a good successor of traditionally used MSE/PSNR in H.264 mode selection [13], [14]. Motion Estimation (ME) [15], RDO [16], [17], rate control [18], [19], quantization [14], [20], and so on. Recently, the divisive normalization method used in [14] has also been exploited in HEVC to design mode selection and RDO algorithms [21]. SSIM has also been employed as a quality measure in other perceptual coding methods like [22], where a perceptual RDO method was designed for HEVC.

To show the perceptual improvement in terms of SSIM, the intuitive BR-SSIM (R-S) curves were presented in [14], [16], [21]. Aiming at numerically estimating the average R-S performance gain over a large range of BRs, Bjontegaard's average PSNR increase (BDPSNR) and BR increase (BDBR) [23] have been used in [14], [17], [18], [21], [22]. By using the PSNR-based measure to evaluate the R-S performance, they employed an implicit assumption that the R-S curves had similar characteristics to the traditionally used RD curves (i.e., PSNR versus BR curves). However, the R-S curves have different shapes to the RD curves [24], and therefore the aforementioned BDPSNR & BDBR approach may not be an ideal scheme to calculate the perceptual improvement.

In this paper, we attempt to address the main issues regarding the comparison of SSIM, which is a recommended quality criterion to be embedded into the video encoder [24]. First, by comparing the differences between the R-S and RD curves, we discuss why we need to develop a new comparison approach for the R-S curves. Then, we propose to interpolate R-S curves and to compare the coding performances of two SSIM-inspired encoders. We also develop a scheme to interpolate and compare the R-S curves when the user-defined weights are employed to minimize the weighted sum of square errors in R-S curve interpolation. Finally, we utilize the proposed approach to compare the R-S performances of HEVC encoders.
II. WHY INTERPOLATE R-S CURVES?

A VQA measure is utilized in video coding as both a testing tool and an optimization tool. As a testing tool, the VQA measure is used to choose the best video from a group of coded videos, or determine the best video coding configuration or algorithm from multiple choices. As an optimization tool, the VQA measure is embedded into the design and optimization of video codecs to improve the compression performance. To fulfill these tasks, there are several attributes required for this measure, which include correlated with perceptual quality, low complexity, good mathematical properties, localization in quality prediction, saturated at high rate and its popularity [24]. When examined by these desirable attributes, SSIM deserves a score of “Good” or above in all attributes, which makes SSIM and its derivatives or direct improvements upon them (e.g., by incorporating temporal assessment approaches) be the top choice in the state-of-the-art perceptual video coding.

Regarding to the attribute saturated at high rate as a testing tool, SSIM index behaves very different from PSNR and this fact leads to different curves as shown in Fig. 1. The RD curve measured by PSNR and BR behaves approximately a convex function and does not saturate at high BR; in contrast, the R-S curve can be illustrated by a concave function which saturates to 1 at high BR end. Therefore, the interpolation method of RD curve may not be applicable to R-S curves.

Until now, the most popular RD curve interpolation method was developed in [23], where the RD curve was interpolated by polynomial functions. PSNR was approximated by a cubic polynomial interpolation of logarithmic BR. Follow this, we may interpolate R-S curves by simply replacing PSNR by SSIM, which has been utilized in some recent works. However, this interpolation does not guarantee a saturated SSIM at high BR end. With this method SSIM may divergent to infinity, which is against to both the characteristics of SSIM and the convergence rule to be a good VQA measure. To examine this, we interpolate R-S points of the HEVC Common Test Condition (CTC) sequences [25] and observe the corresponding performances at low and high BR ends. The Random Access (RA) configuration and four Quantization parameters (Qps), including 22, 27, 32 and 37, are used. Non-overlapping blocks [24] are adopted to calculate the SSIM values with a window of 4×4.

According to the observation, the traditional interpolation method cannot work well for some CTC the sequences, especially at the high BR end. Two examples are presented in Fig. 2. For the Class D sequence BQSquare (416×240), SSIM is predicted to decrease when BR is larger than some threshold. In other words, to allocate more bits may result in a lower video quality in terms of SSIM, which is untrue in video coding. For the Class F sequence SlideShow (1280×720), it is predicted that SSIM can be larger than 1, which exceeds the range of an SSIM value. Therefore, it is necessary to develop an improved interpolation method to avoid these problems.
III. THE INTERPOLATION AND COMPARISON OF R-S CURVES

To utilize the above PSNR-based method to interpolate an R-S curve in terms of SSIM and BR, a straightforward method is to transform the R-S curve to a similar form of the RD curve shown in Fig. 1. Here we utilize logarithmic transforms of SSIM and BR, as

\[ S_{\log} = -\log_{10}(1 - S), \]
\[ R_{\log} = \log_{10} R, \]

where \( S \) and \( R \) denote SSIM and BR, respectively.

An example of \( S_{\log} \) versus \( R_{\log} \) is given in Fig. 3, where source data is the same to that in Fig. 1. It is noticed that \( S_{\log} \) and PSNR have very similar shapes as functions of \( R_{\log} \). Thus we can use a cubic polynomial interpolation as

\[ S_{\log} = \sum_{n=1}^{N} \alpha_n \cdot R_{\log}^{N-n}, \]

where \( N \) and \( \alpha_n, n = 1, 2, ..., N \) are the order and coefficients of polynomial functions, respectively. \( \alpha_n, n = 1, 2, ..., N \) can be obtained by minimizing the mean square error of all \( S_{\log} \) samples. Generally \( S_{\log} > 0 \). Similar to [23], we set \( N = 3 \) for a cubic polynomial function. Therefore, an R-S curve can be interpolated with at least four R-S points.

Substituting Eqs. (1) and (2) into Eq. (3), we obtain the interpolated SSIM as

\[ S = 1 - 10^{-\sum_{n=1}^{N} \alpha_n \cdot (\log_{10} R)^{N-n}}, \]

where \( S \in (0, 1) \) for lossy video encoders. With the proposed interpolation method, the R-S prediction errors shown in Fig. 2 can be prevented. It can be seen in Fig. 4 that for both the above two CTC sequences, the proposed prediction method converges to 1 at high BR end.

On the other hand, \( R_{\log} \) can also be interpolated as a polynomial function of \( S_{\log} \) and thus

\[ R = 10^{\sum_{n=1}^{N} \beta_n \cdot (-\log_{10}(1-S))^{N-n}}, \]

where \( \beta_n, n = 1, 2, ..., N \) are the interpolation coefficients with least square errors of all samples of \( R \). We also set \( N = 3 \) for a cubic interpolation.

Besides the aforementioned improvement at high BR end, the proposed interpolation can also reduce the Root Mean Squared Error (RMSE) when fitting the curves. To validate this, we encode all CTC sequences with HEVC reference software HM 16.0 and the configuration of JCTVC-L1100 [25]. Four configurations are employed including intra (IA), RA, low delay (LD) and low delay P (LP). Four Qps are coded including 22, 27, 32 and 37. The Motion Estimation (ME) search ranges for 416×240, 832×480, 1024×768, 1280×960,
TABLE I
COMPARISON OF TRADITIONAL AND PROPOSED METHODS IN TERMS OF PREDICTION ERRORS.

<table>
<thead>
<tr>
<th>Video Sequences</th>
<th>IA</th>
<th>RA</th>
<th>LD</th>
<th>LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class A Traditional</td>
<td>5.86e-15</td>
<td>1.36e-07</td>
<td>4.41e-15</td>
<td>2.58e-08</td>
</tr>
<tr>
<td>Proposed</td>
<td>6.75e-15</td>
<td>8.33e-10</td>
<td>4.03e-15</td>
<td>7.40e-10</td>
</tr>
<tr>
<td>Class B Traditional</td>
<td>2.83e-15</td>
<td>2.38e-08</td>
<td>5.94e-16</td>
<td>2.38e-15</td>
</tr>
<tr>
<td>Proposed</td>
<td>4.43e-15</td>
<td>2.03e-10</td>
<td>3.04e-16</td>
<td>9.70e-10</td>
</tr>
<tr>
<td>Class C Traditional</td>
<td>1.56e-15</td>
<td>4.27e-09</td>
<td>1.28e-15</td>
<td>3.98e-10</td>
</tr>
<tr>
<td>Proposed</td>
<td>2.84e-15</td>
<td>5.35e-11</td>
<td>7.85e-12</td>
<td>3.65e-14</td>
</tr>
<tr>
<td>Class D Traditional</td>
<td>2.07e-15</td>
<td>6.60e-10</td>
<td>2.42e-16</td>
<td>7.96e-12</td>
</tr>
<tr>
<td>Proposed</td>
<td>2.96e-15</td>
<td>1.43e-11</td>
<td>2.19e-12</td>
<td>2.34e-12</td>
</tr>
<tr>
<td>Class E Traditional</td>
<td>2.69e-15</td>
<td>5.16e-08</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Proposed</td>
<td>1.37e-16</td>
<td>1.66e-11</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Class F Traditional</td>
<td>5.05e-15</td>
<td>2.37e-07</td>
<td>9.22e-16</td>
<td>4.51e-08</td>
</tr>
<tr>
<td>Proposed</td>
<td>2.44e-15</td>
<td>3.73e-11</td>
<td>3.80e-16</td>
<td>3.61e-12</td>
</tr>
<tr>
<td>Average Traditional</td>
<td>3.35e-15</td>
<td>7.44e-08</td>
<td>1.45e-15</td>
<td>2.23e-08</td>
</tr>
<tr>
<td>Proposed</td>
<td>3.44e-15</td>
<td>2.07e-10</td>
<td>1.03e-15</td>
<td>3.75e-10</td>
</tr>
</tbody>
</table>

RMSE: Root Mean Square Error, SSIM: Structural Similarity Index Measure, BR: Bit Rate, ADDBR: Average Delta BR, RA: Rate Adaption, LD: Low Delay, LP: Low Power

1920×1080 and 2560×1600 sequences are set to be 16, 32, 64, 64, 128 and 256, respectively. The average RMSE values of R and S for all CTC classes as well as the average values of all CTC sequences are presented in Table I (LD/LP for Class A and RA for Class E are not specified in [25] and thus they are not given). From the table, the proposed interpolation method can further reduce the prediction errors of R-S points when comparing with the traditional method, especially for the prediction of BR. This fact ulteriorly demonstrates the prediction accuracy of the proposed interpolation method.

Based on the interpolated R-S curves, we can compare the R-S performances between two encoders. We propose two measures including Average Delta SSIM (ADSSIM) for average SSIM increase with the same BR, and Average Delta BR (ADBR) for BR increase whilst keeping the same SSIM performance. ADSSIM can be obtained as follows. First, we denote Eq. (4) as

$$S = f(R_{log});$$

Then, we interpolate two R-S curves $f_1(S)$ and $f_2(S)$ for two encoders; Finally, with a user-defined logarithmic BR range $[R_{log,min}, R_{log,max}]$, we can get ADSSIM as

$$ADSSIM = \frac{1}{R_{log,max} - R_{log,min}} \int_{R_{log,min}}^{R_{log,max}} \left( f_1(R_{log}) - f_2(R_{log}) \right) dR_{log}.$$  

ADBR can be obtained in a similar way. By transforming Eq. (5) into

$$R_{log} = g(S_{log}),$$

ADBR can be derived as

$$ADBR_{log} = \frac{1}{S_{log,max} - S_{log,min}} \int_{S_{log,min}}^{S_{log,max}} \left( g_1(S_{log}) - g_2(S_{log}) \right) dS_{log},$$

$$ADBR = (10^{ADBR_{log}} - 1) \times 100\%,$$

where $S_{log,min}$ and $S_{log,max}$ are the user-defined minimum and maximum S values transformed by Eq. (1). The transform of Eq.(10) aims at obtaining an average BR increase in terms of percentage, which is of the same form to BDBBR.

In Eqs. (4) and (5) the interpolation coefficients $\alpha_n, n = 1, 2, ..., N$ and $\beta_n, n = 1, 2, ..., N$ are obtained by minimizing the mean squared errors during the curve fitting. However, different R-S points may not be equally treated in some applications. In some situations, the users care more about low BR coding performance; while in some other cases, the high BR end is more important. From this point, we derive the above coefficients by minimizing the sum of weighted least squares. Assume that there are $N \geq 4$ R-S points available, as $(S_1, R_1), (S_2, R_2), ..., (S_N, R_N)$, and let the weights be $w_{S,1}, w_{S,2}, ..., w_{S,N}$, the objective to fit the R-S curve is

$$\min \left\{ \sum_{k=1}^{M} w_{S,k} \cdot (S_k - S_k^*)^2 \right\},$$

where $S_k^*$ is the predicted value of $S_k$ with R-S curve fitting. Correspondingly, in logarithmic domain, the objective is

$$\min \left\{ \sum_{k=1}^{M} w_{S,k} \cdot (S_{log,k} - S_{log,k}^*)^2 \right\},$$

where $S_{log,k}$ and $S_{log,k}^*$ are $S_k$ and $S_k^*$ transformed by Eq. (1), respectively, $w_{S,k}$ is the corresponding weight of $w_{S,k}$ in logarithmic domain, and

$$w_{S,k} \cdot (\partial S)^2|_{S=S_k} = w_{S,k} \cdot (\partial S_{log})^2|_{S_{log}=S_{log,k}}.$$  

By substituting Eq. (1) and excluding constants,

$$w_{S,k} = w_{S,k} \cdot (1 - S_k^2).$$

Similarly, we get

$$w_{R,k} = w_{R,k} \cdot R_k^2.$$  

With the user-defined $w_{S,k}, k = 1, 2, ..., N$ and $w_{R,k}, k = 1, 2, ..., N$, we can transform them into $w_{S,k}, k = 1, 2, ..., N$ and $w_{R,k}, k = 1, 2, ..., N$ by using Eqs. (14) and (15). The new
weights are then utilized to obtain the weighted sum of prediction errors, by minimizing which we could get the coefficients $\alpha_n, n = 1, 2, ..., N$ and $\beta_n, n = 1, 2, ..., N$ to obtain ADSSIM and ADBR. Typically, we can use $w_{S,k} = 1$ for ADSSIM (i.e. identical weight for all SSIM values) and $w_{R,k} = R_k^{-2}$ (i.e. $w_{R,k} = 1$, identical weight for all logarithmic BR values) for ADBR. These weights can be adjusted by users to fulfill diversified real-life requirements.

IV. THE APPLICATIONS OF ADSSIM AND ADBR

As an application, we compare the R-S performances of HEVC encoder HM 16.0 with different configurations: LD, LP and RA. To ensure overlapped R-S curves, eight R-S points are evaluated with Qps (12, 17, 22, 27, 32, 37, 42 and 47). The search range and SSIM calculation are set to be the same to Table I. The coding parameters including frame rate, frames to be encoded, intra period and input bit depth are according to HEVC CTC [25] and other coding parameters are set as the defaults of HM encoder. The calculation range $[S_{\text{log,min}}, S_{\text{log,max}}]$ and $[R_{\text{log,min}}, R_{\text{log,max}}]$ are set as the overlapped regions of the corresponding R-S curves.

We summarize the obtained ADSSIM and ADBR values in Table II. Because the LD/LP configurations are not specified in Class A and RA configuration is not specified in Class E, all the comparisons of Class A and the RA comparisons of Class E are not presented. From the table, we could get several important conclusions for HEVC configurations. First, LD outperforms LP in all CTC sequences with resolutions from 416×240 to 1920×1080, which demonstrates the efficiency of B frames over P frames. The improvements for Class F are not so significant, which may be due to lower probabilities of bi-predictions in these sequences. Second, the newly adopted RA configuration outperforms LD/LP for most of the Classes and sequences, yet it may also result in a large ADBR increase. The reasons may be two-fold. On one hand, RA uses a larger Group-Of-Picture (GOP) size than LD/LP (e.g. the default GOP sizes of RA and LD/LP are 8 and 4, respectively) and a hierarchical bi-prediction structure, which lead to an improved R-S performance; on the other hand, RA adopts more I frames than LD/LP to ensure a randomly accessed video stream, which also produces more coding bits due to the inefficiency of I frame. The contradictory aspects could either improve or impair the R-S efficiency, depending on the video characteristics and RA period during the encoding process. An example is the sequence SlideEditing, in which there exists a large region of static background. Therefore, only a few number of I frames are adequate; RA shows a lower coding efficiency because it has more I frames. However, such a case is not common in real-life video sequences. By excluding this sequence, RA reduces 13.02% and 5.07% bit rates of LP and LD, respectively on average. In conclusion, it is still desirable to use RA in some applications to support a more efficient encoder.

Another observation on ADSSIM and ADBR is that, the absolute value of the former is usually much smaller than the latter for most of the coding sequences. On average, the LD configuration reduces 8.35% ADBR of LP, but results in only a 0.0030 ADSSIM increase, which is due to the convergence of SSIM values. This fact implies that with the same BR,
a small SSIM improvement may be still worthwhile because the corresponding ADBR is significant. Based on this, and also considering that the interpolation errors of BR is much smaller than those of SSIM (as shown in Table I), the ADBR, which indicates the average BR reduction with the same SSIM, may be more applicable in real-life encoders.

Besides the applications in comparing R-S curves, the proposed method may also be employed to calculate MOS (or MOS-like measure) versus BR curves because MOS have a high correlation to SSIM [26] and it also saturates at high BR end. Examples of MOS-BR curves are presented in Fig. 5, where the data is from IRCCyN/IVC 1080i database [27]. It is noted that the MOS values converges when the BR is larger than a threshold. Therefore, when a normalized MOS (i.e. the MOS value divided by the maximum MOS, which is between 0 and 1) is employed, the MOS-BR curve may also be interpolated with the proposed method and thus the MOS-BR performances of different encoders can be compared.

V. CONCLUSIONS

In this paper, we have discussed the drawbacks of the popular RD interpolation method when it is used to interpolate the R-S curves. We have developed a method to interpolate R-S curves and predict R-S performance of an encoder. Based on user-defined weights, we calculate ADSSIM and ADBR as measures of perceptual improvement of a video encoder when SSIM is utilized as the quality measure. The proposed ADSSIM and ADBR have wide applications in SSIM-based video coding optimization or other perceptual video coding schemes.
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