Daily Activity Recognition Based on Acoustic Signals and Acceleration Signals Estimated with Gaussian Process
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Abstract—We have created corpus of daily activities using wearable sensors. The corpus consists of sound and image data from a camera and motion signals from a smartphone for both indoor and outdoor activities over 72 continuous hours. We propose a method that can interpolate acceleration signals to any sample points with a Gaussian process in order to recognize daily activities. We conducted recognition experiments of daily activities using our corpus. Experimental results showed that the proposed method can improve recognition accuracy compared to a conventional method. This demonstrates the effectiveness of estimating acceleration signals with a Gaussian process to recognize daily activities.

I. INTRODUCTION

There are many elderly people living alone, and computer and robotic technologies have great potential for assisting with the physical and mental effort required with certain activities in aging societies such as Japan. For example, if an elderly person has some sort of accident or emergency, it is possible to notice this early if an unusual action can be differentiated from a normal one by monitoring his/her action based on information technology. We aim to monitor the behavior of the elderly to support them in their everyday activities as well as in emergency situations. In both cases, it is important to recognize daily activities. Our focus here is acoustic and acceleration signals obtained from devices that are easy to wear in order to recognize daily activities.


However, these studies focused on only a few daily activities, which were imitation actions and are not realistic activities. Furthermore, it is difficult to measure all sample points of acceleration signals accurately with motion. However, these studies have not addressed these problems. Therefore, we have created a corpus consisting of both indoor and outdoor daily activities using a small video camera and smartphone over 72 continuous hours [16]. In this paper, we developed a method that can interpolate acceleration signals to any segment with a Gaussian process. We also conducted recognition experiments of daily activities using acoustic and acceleration features and adopted a method using weighted likelihood based on a Gaussian mixture model (GMM) to recognize daily activities using multiple features.

This paper is organized as follows. Section 2 introduces our corpus of daily activities, and Section 3 describes our proposed estimation method of acceleration signals based on a Gaussian process and a recognition method of daily activities. In Section 4, we discuss the recognition experiments of daily activities. We conclude with a brief summary and mention of future work in Section 5.
II. CORPUS OF DAILY LIVING ACTIVITY

The total duration of indoor and outdoor activities is shown in Fig. 1. “Washing” denotes washing clothes using a washing machine, “cleaning-bath” denotes cleaning the bathroom, “cleaning-room” denotes cleaning a room with a vacuum cleaner, “drying-clothes” denotes drying clothes inside the home, “brushing-teeth” denotes brushing teeth after a meal, “bicycle” denotes riding a bicycle, “cleaning-table” denotes clearing up and washing dishes after a meal, “bath” denotes taking a bath, “shopping” denotes shopping in convenience stores, supermarkets, and other shops, “car” denotes traveling in a car, “toilet” denotes using the toilet, “cooking” denotes cutting, boiling, and roasting food in a kitchen, “tv” denotes watching a TV program, “meal” denotes eating a meal at home or at a restaurant, “drive” denotes driving a car, “notepc” denotes using a notebook PC at home or at the office, “reading” denotes reading books, “office” denotes desk work etc., “smartphone” denotes reading and writing messages and browsing Web sites using a smartphone, “sleeping” was not included in the graph because its duration was very long (1,254 min.).

![Graph of Daily Living Activities](image)

Fig. 1. Total duration of daily living activities (min)

III. DAILY LIVING ACTIVITIES RECOGNITION

A. Estimation of Acceleration Signals Based on Gaussian Process

Gaussian processes can conveniently be used for Bayesian supervised learning, such as regression and classification [17]. We now describe Gaussian process methods for regression problems.

We have a dataset D of n observations, \( D = \{ (x_i, y_i) \mid i = 1, \ldots, n \} \), where \( x \) denotes an input vector of dimension D and \( y \) denotes a scalar output; the column vector inputs for all \( n \) cases are aggregated in the matrix X.

It is typical for more realistic modelling situations that we do not have access to function values, but only noisy versions in Equation (1), where \( K \) is called a covariance function or kernel. We used the kernel trick, which can be lifted into feature space by replacing occurrences of inner products.

\[
y_i = f(x_i) + \epsilon_i
\]

\[
f \sim GP(\mu, K)
\]

\[
\epsilon \sim N(0, \sigma^2)
\]

We can write the joint distribution of the observed target values and the function values at the test locations under the prior as

\[
\begin{pmatrix}
y
\end{pmatrix} \sim N \left( \begin{pmatrix}
0 \n
\end{pmatrix}, \begin{pmatrix}
K(X, X) + \sigma^2 I & K(X, X) \\
K(X, X) & K(X, X)
\end{pmatrix} \right)
\]

The term marginal likelihood refers to the marginalization over the function values \( f \). Under the Gaussian process model, the prior is Gaussian and a log marginal likelihood is

\[
\log p(y \mid X, \theta) = -\frac{1}{2} \sum_i \log \sigma_i - \frac{1}{2} \log \sigma_i - \frac{1}{2} \log 2\pi
\]

This result can be obtained directly by observing that

\[
y \sim N(0, K + \sigma^2 I) .
\]

In this study, we used a Gaussian kernel as the kernel function. The hyperparameters of the Gaussian kernel are estimated based on maximum likelihood theory.

\[
k(x, x') = \exp \left( -\frac{(x - x')^2}{2\sigma^2} \right)
\]

We applied the Gaussian process to the acceleration signals collected with the HASC Logger [18]. The acceleration signals were sampled at 200 Hz. However, data were observed in less than 200 samples in 1 second. Therefore, we interpolated the acceleration signals to 200 samples in 1 second using the acceleration signals collected with the HASC Logger. Second, the acceleration signals with 200 samples in 1 second were estimated based on the trained kernel function. These processes were applied for every second to each 1-minute segment in all daily living activities.

The average of samples of acceleration signal samples was 10.011 per minute in our corpus of daily activities. This shows that about 17% of sample points was not observed among the data sampled at 200 Hz. However, we used the maximum likelihood estimate of the acceleration signals of 12,000 sample points to each 1-minute segment with the proposed method. Figures 2 and 3 show examples of acceleration signals with the HASC Logger and proposed method respectively, where \( x \) denotes a motion of right and left motion, \( y \) denotes movement toward the upper and lower sides, and \( z \) denotes motions in front and behind. Some sample points of acceleration signals were not...
measured in Figure 2. The proposed method could accurately estimate the acceleration signals in Figure 3.

![Fig. 2. Example of acceleration signals with HASC Logger (Bicycle)](image)

![Fig. 3. Example of acceleration signals with proposed method (Bicycle)](image)

We demonstrated that it is effective to interpolate the acceleration signals to any sample using a Gaussian process. However, the data of amount of 13 minutes were omitted from the following activity recognition experiments because the acceleration signals of these data were not estimated.

### B. Activity Recognition Based on Acoustic and Acceleration Signals

We used two GMMs, one trained with acoustic features and the other with acceleration features, to recognize daily activities on the basis of the weighted log likelihood calculated by

\[
\arg \max_i \frac{1}{N} \sum_{t=1}^{N} \left\{ \log P(s_t \mid \tilde{\lambda}_s) + \log P(a_t \mid \tilde{\lambda}_a) \times w \right\},
\]

where \( N \) is the frame number of a segment, \( s \) is a \( t \)-th acoustic feature of a segment, \( a \) is a \( t \)-th acceleration feature of a segment, and \( w \) is a weight of likelihood.

### IV. ACTIVITY RECOGNITION EXPERIMENTS

#### A. Experiment setup

We conducted recognition experiments on daily activities using acoustic signals and acceleration. Fourteen activities were used as candidates for recognition: “bicycle”, “cleaning-table”, “shopping”, “car”, “toilet”, “cooking”, “tv”, “meal”, “drive”, “notepc”, “reading”, “office”, “smartphone”, and “sleeping”. The acoustic features consisted of 24 Mel-frequency cepstral coefficients and log power. The total number of acoustic feature dimensions was 25. We compared two types of acceleration features. The first type was the averaged-value and a standard deviation for every second for each 1-minute segment in the data collected with the HASC Logger. The total number of acceleration feature dimensions was six. These features were mainly used to recognize activities. The second type was the acceleration signals estimated with the proposed method. Both acoustic and acceleration features were extracted every second without window overlap.

Both GMMs were trained using ten segments from each activity. The total duration of training data was ten minutes. The evaluation data included ten segments from each activity. The total number of evaluation data segments was 140. The evaluation data differed from the training data and were not included in the training data.

#### B. Experimental results

We conducted a recognition experiment with a varied mixture number of GMMs. The recognition accuracies for all combinations using only acoustic features are shown in Fig. 4. The maximum number of mixtures was seven because there were activities in which the weight of distribution could not be estimated when eight or more were used. The acoustic features obtained the highest accuracy of 72.3% when the number of mixtures was seven. In contrast, the acceleration features obtained the highest accuracy when there was only one mixture because there were activities in which the weight of distribution could not be estimated when two or more mixtures were used.

![Fig. 4. Recognition accuracy using acoustic features only](image)

Next, we conducted a recognition experiment using both acoustic and acceleration features. The recognition accuracies for every weight of likelihood are shown in Fig. 5. “Baseline” is a result from acceleration features in the data collected with the HASC Logger. “Gaussian process” is a result from acceleration features estimated with the proposed method. The number of mixtures of acoustic and acceleration features was seven and one, respectively. The recognition accuracy of the baseline was 75.7% when the weight was 0.3.
The recognition accuracy of the proposed method was 77.9% when the weight was 0.6. These results suggest that it is effective to use the acceleration features estimated with the proposed method in order to recognize daily activities. They also suggest that it is effective to add acceleration features into acoustic features based on the weight of likelihood.
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V. CONCLUSIONS

We proposed a method that can interpolate acceleration signals to any sample points with a Gaussian process. Experimental results showed that the proposed method improved recognition accuracy compared with a conventional method. This demonstrates the effectiveness of estimating acceleration signals with a Gaussian process for recognizing daily activities.

For future work, we will conduct additional recognition experiments of daily activities using other machine learning methods and sensor signals. We also intend to create a larger corpus of daily activities consisting of data from several individuals.
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