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Abstract 

In practice, one often encounters systems that have a sparse impulse response (IR), 

with the degree of sparseness varying over time. Examples of such systems include 

network echo channels in voice and data communication, wireless multipath channels 

in mobile communication, echo channels in HDTV, acoustic channels in underwater 

communication etc. The a priori information about sparseness of the system IR, if 

exploited properly, can significantly improve the identification performance of the 

algorithm deployed to identify it. In recent years, several sparse adaptive filters have 

been proposed that cleverly incorporate the a priori knowledge about sparseness of the 

system in the coefficient adaptation relations and thus perform better. The first and 

foremost in this category is the proportionate normalized LMS (PNLMS) algorithm 

and its variants like the improved PNLMS (IPNLMS) and the ?-law PNLMS 

(MPNLMS). In the PNLMS category of algorithms, the step size for each coefficient 

is made proportional to the magnitude of the corresponding coefficient update, 

thereby making it large for active taps (leading to faster rate of convergence initially) 

and small for inactive taps (leading to lesser steady state excess mean square error 

(EMSE)). Apart from the PNLMS family, another powerful class of sparse adaptive 

filters has come up in recent years, inspired by the recent advent of compressive 

sensing in general and LASSO in particular. The primary development in this is the 

so-called zero attracting LMS (ZA-LMS) algorithm, obtained by adding a norm 

penalty (of the filter coefficient vector) to the LMS cost function. Minimization of the 

cost function introduces certain zero attractors in the weight update formula which 

pull the coefficient updates towards zero. The ZA-LMS was later modified to 

reweighted zero attracting LMS (RZA-LMS) where the shrinkage is restricted only to 

the inactive taps. The ZA-LMS and the RZA-LMS algorithms offer lesser steady state 

EMSE as compared to the PNLMS family while enjoying a convergence rate that is 

reasonably good though not as high as that of the PNLMS. In addition to the PNLMS 

family and the ZA-based algorithms, there have been several other approaches also to 

realize a sparse adaptive filter, notably, the partial update LMS, convex combination 

of adaptive filters etc. Further, sparse adaptive filters have been used as nodes in a 

distributed network deployed to identify the unknown sparse system and diffusion 

strategies have been devised for sharing of information within the neighborhood of 

each node,, resulting in refined estimates.  

 

The purpose of this talk is to present the basics of some of the major recent 

developments in the context of sparse adaptive filters. No background knowledge in 

this area will be assumed though some familiarity with basic adaptive filtering will be 

helpful. It is expected that participants will gain some useful input from this talk, 

enabling them to pursue further studies in this area in future. 
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